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1. Research Topics and Ideas:

The main objective of this thesis is to develop an effective solution to reconstruct the voice of
a person who died or became suddenly mute after accident with only 3-5 seconds of voice.
Then, the students applied this solution to build a pipeline framework for whole Vietnamese
voice cloning system based on speech synthesis and voice conversion. In this thesis, the students
were extremely active in suggesting research topic, conducting experiments on the state-of-the-

art models, and coming up with practical solution.
2. Research Methods:

The students have taken the proper approach to the topic and used the appropriated research
methods. They have studied very carefully and gained basic knowledge in this field. The
students also spent a significant amount of time reading and experimenting with a huge number

of scientific papers in order to get knowledge of both conventional and modern approaches.
3. Contributions:

With the voice conversion module, the students propose a new method - DeepSpeechVC. The
students proved that this model helps to create cloning voices more efficiently and faster than
the previous methods. This thesis can be considered as one of the first research on Voice

Conversion for Vietnamese.

Moreover, in pipeline framework, speech synthesis models are experimented, evaluated and
compared in detail, give an overview of end-to-end TTS models when applied to Vietnamese.
The models have been compressed to be able to run on Android devices without internet and

GPU. The voice output is natural and fluent, similar to the real voice used for training.



They also provide a library for text normalization — Vinorm and a library for Grapheme to

Phoneme conversion - Viphoneme, which helps the speech synthesis process to converge faster.
4. Report:

The report is organized clearly, logically and the content is completely given on the research
topic, knowledge foundation, and related methods. The students also give experimental and

demo in depth.
5. Presentation:
The students give a concise presentation, concentrating on the key research content of the topic.
6. Publications and/or realworld applications:
The students have 02 published papers at NAFOSTED Conference and at MediaEval
Workshop.
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1. Research Topics and Ideas:

Voice cloning has meaningful applications in practice to create voice of people who are
muted by accident or people who passed away. Voice cloning can be done by speech
synthesis. However, traditional synthesis requires a large amount of data from a speaker
to create his/her voice, while voice cloning assumes a very small piece of data is
available, normally several seconds. With the development of deep learning, currently
the most effective approach is end-to-end multi-speaker speech synthesis. This approach
allows to create a voice with several seconds of reference speech data. However, it
requires a large amount of training data from multiple speakers, which is not always
satisfied in practice, especially for Vietnamese language as it is still a low-resource
language at the moment.

This thesis proposes a voice cloning method for limited training data condition by first
synthesizing temporary speech from text content, then using voice conversion to convert
temporary speech to the target voice. Overall, the research topic of this thesis is

important, and the approach is reasonable.
2. Research Methods:

This research is a quantitative research. Hypothesis was proved by objective evaluation

on experimental results.



To synthesize a speech utterance from a text sentence and small reference speech, the
author first convert text a temporary speech using speech synthesis and convert represent
reference speech into speaker embedding vector. Then the temporary speech and the
embedding are passed through a voice conversion module to yield output speech. To
build this system, the authors had to investigate speech synthesis, speaker recognition

and voice conversion.

The main contribution of this thesis is the improvement voice conversion method. The
authors used AutoVC for voice conversion, which is considered as state of the art at the
moment. However, AutoVC has a bottle problem that the AutoEncoder component,
which is used to represent speech content, has to be adjusted manually in practical
training. The authors proposed to use Deep Speech 2 to replace this component to better

represent speech content and to be trained independently.

Experiment showed that this improvement provided better voice conversion performance
in comparison with the original AutoVC method. Furthermore, the objective of voice
cloning is achieved by providing relatively similar voice synthesis with the certain

condition of available data.
3. Contributions:

This research suggested a new approach for voice cloning problem with limited speech
data and applied into some public Vietnamese datasets. Through this research, the thesis
additionally provided a survey and experimental results of various speech synthesis

methods on Vietnamese language, which can be used as a reference for TTS.

The author also published the module of Normalization — Phonetization via Python

package library for public use and deployed a demo on internet.

4. Report:

- The report was well-organized with 6 chapters: introduction, preliminaries, related
work, proposed method, experiments and results, and conclusion.

- It further provided appendix for Vietnamese text normalization and related
publication from the result of this thesis.
5. Presentation:

- Clear enough to understand the topic, method and results.

- All questions are answered.

6. Publications and/or realworld applications:



The authors have published one paper from the results of this thesis and another paper

related to this thesis.

- D. T. Nhan, N. M. Tri and C. X. Nam, "Vietnamese Speech Synthesis with End-to-
End Model and Text Normalization," 2020 7% NAFOSTED Conference on
Information and Computer Science (NICS), 2020

- Tri-Nhan Do, Minh-Tri Nguyen, Hai-Dang Nguyen, Minh-Triet Tran and Xuan-Nam
Cao: HCMUS at MediaEval 2020: Emotion Classification Using Wavenet Feature
with SpecAugment and EfficientNet. Proc. of MediaEval 2020, 14-15 December

2020.
Rank: Outstanding Ho Chi Minh city, August 29, 2021
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1. Motivation:

With motivation of reconstructing voices for people who are mute after an accident or a person who has
died and there is a small amount of data about their voices, this thesis aims to conduct experiments and
apply new technologies, artificial neural networks to synthesize voices for Vietnamese. Different from
speech synthesis models that require a one-speaker quality data set - traditional voice cloning, we suggest
a new voice clone sytem, which is able to synthesize any person’s voice with only a few sample audio
input of that person’s voice.

2. Problem Statement:

The voice cloning problem requires building a model with:

- Input: a text or sentence that needs to be converted (Z1) and a reference speaker audio (U2)

- Output: an audio that contains the content of the text (Z1) with the voice of the reference speaker
(U2)

In other words, our task is to create an audio that speaks a given text in any reference voice.

3. Introduction:

One of the approaches to this problem is to build a unified speech synthesis model, as shown in Fig-
ure 1, which generates the resulted audio directly from the input text and reference audio without any
intermediary step. This unified speech synthesis model is called MultiSpeaker Synthesiser.

In this approach, first the raw text will go through the Text Normalization and Phonetization module
to be normalized and converted into phonetic representation features, in the other hand, the reference
speaker audio will be passed through Speaker Embedding module to extract voice characteristic features.
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Figure 1: Tradional Voice Clone using MultiSpeaker Synthesis

The phonetic features and the characteristic features are passed to MultiSpeaker Synthesizer module to
generate the Mel-Spectrogram, a kind of features generated from audio signal. Finally, the Vocoder will
receive the generated Mel-Spectrogram to create the final audio result.

This approach is proved to be efficient, such as Baidu DeepVoice3 [3]. However,as we tried this method
with Vietnamese dataset, the results are disappointing. We suspect that the total recoding hours, the num-
ber of speaker, the number of audio per speaker as well as the quality of Vietnamese dataset are not enough
for this approach.

Therefore, in this thesis, we propose another approach that can be applied using smaller amount of
dataset and can still get considerable result. We called this approach Voice Clone using SingleSpeaker
Synthesis and Voice Conversion.

4. Method:
4.1. Model:

Voice Clone using SingleSpeaker Synthesis and Voice Conversion approach, as shown in Figure 2, is
almost indentical to Traditional Voice Clone approach, the two diffirences are:

- The MultiSpeaker synthesizer in voice cloning is replaced by SingleSpeaker synthesizer, which is
the synthesizer that is only able to generate audio in one speaker’s voice.

- Voice Conversion module is added to convert the voice of the audio generated from SingleSpeaker
synthesizer into any other voice.
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Figure 2: Voice Clone using SingleSpeaker Synthesis and Voice Conversion

With this approach, our mission only needs to build 5 separate module with data training requirements
that are not too large at Conversion step:

- Text Normalization and Phonetization

- Synthesizer

- Vocoder

- Speaker Embedding

- Conversion Module

4.1.1. Text Normalization and Phonetization:

Each language has a different phonological and contex-tual characteristics, we have conducted exper-
iments, statistics,and applied Vietnamese phonetics to improve speech synthesis systems. Our methods
achieve the accuracy of 97% in text normalization tasks. We also provide a library for standardizing Viet-
namese text called Vinorm' and a package that converts text into a phonetic format called Viphoneme?,
which is used as an input for end-to-end neural networks, making the synthesis process faster, more intelli-
gent and natural than using character inputs. More infomations about our research about text normalization

and phonetization in this paper [2].

4.1.2. Synthesizer:
Due to the development of Deep Neural Network learning method, many TTS systems moved to use
end-to-end models and gain significantly improving results, such as Tacotron2 [6] and FastSpeech [5].

Vinorm package link: https:/pypi.org/project/vinorm
2Viphoneme package link: https:/pypi.org/project/viphoneme



These systems do not use complex linguistic and acoustic features, they learn to produce audio directly
from text, generate human- like speech using neural networks.

50 100 150 200 250 300 350 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350

Figure 4: Tacotron 2 trainning alignment result

4.1.3. Vocoder:

After the Conversion module generates the mel-spectrograms result, we use a vocoder like WaveNet to
convert the mel-spectrograms into audios. They are able to generate emotional, smooth and clean speech,
work well on out-of-domain and complex words, learn pronunciations based on phrase semantics and are
robust to spelling errors.

In this thesis, we will train the Tacotron2 and FastSpeech2 models for the Mel-generator module, and
do transfer learning from the English pretrain on three vocoders: WaveGlow, Multiband-MelGan, and
HifiGan.

Frontend | Mel-Generator Vocoder
Viphoneme | FastSpeech2 | MultibandMelGan
Viphoneme Tacotron2 HifiGan
Viphoneme Tacotron2 Waveglow
Viphoneme GlowTTS HifiGAN
Viphoneme Tacotron2 Wavenet

Figure 5: Some pipelines of end2end speech syntheis for experiment

4.1.4. Speaker Embedding:

This module is used to extract speaker voice characteristics features to pass to the Voice Conversion
module for trainning.

There are two ways for represents the speaker characteristics:

- Embed Speaker Identification: Domain Dependency using One-hot vector

- Embed Speaker Representation: derive a high-level representation of a voice summary vector of 256
values - characteristics of voice speaker

In the propose, we will do experiments with both representations. In the case of Embed Speaker Rep-
resentation, we train the module according to paper [7].

4.1.5. Conversion Module:



This module is used to convert one speaker voice to another speaker voice. One of the most represen-
tative model of this type is the AutoVC model, as shown in Figure 5.
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Figure 6: AutoVC architecture [4]

With the AutoVC approach, there are two ways that we can convert voice:

- One-hot Voice Conversion: Ul and U2 are both seen in the training set

- Zero-shot Voice Conversion: U1 or U2 is not included in the training set

with U1, U2 is the utterance of speaker

In our thesis, we focus on experimenting, analyzing and applying AutoVC model for Vietnamese
dataset using zero-shot voice conversion so that the model can generate good result using unseen speaker

audios.

4.2. Dataset:

In this thesis, we use 3 multispeaker datasets in Vietnamese:

- VIVOS: 15 hours, 46 speaker in total *

- VinBigdata ASR in VLSP 2020: 100 hours in total 4

- Zalo Al Challenge: 400 speaker, each speaker speaker an avarage of 17 utterences >

Originally, the English dataset VCTK corpus has 44 hours of utterances from 109 speakers and the
model requires at least 20 speakers. For the VIVOS dataset, number of difference speakers and number of
utterances in each speaker set is small. The VinBigdata dataset is large but it is not classified into clusters
of speakers.

The datasets with a single speaker of good quality are used for training two modules synthesizer and
vocoder. We experiment on two sets of VLSP2019 and the TTS dataset of VinAl.

4.3. Experiments and Evaluation:

4.3.1. Data Preprocessing:

3VIVOS dataset link: https://ailab.hcmus.edu.vn/vivos
4VinBigdata VLSP dataset link: https://ailab.hcmus.edu.vn/vivos
3Zalo Al dataset link: https://challenge.zalo.ai/portal/news-summarization



Dataset Module

ZaloAl Training for Speaker Verification module

VinBigData ASR 100h Testing for Speaker Verification modules
VLSP2019 TTS Training for Speech Synthesis module
VinAI TTS Training for Speech Synthesis module

Training AutoVC and DeepSpeech-based
VIVOS-AILAB Voice Conversion modules

Training for DeepSpeech-based
VCTK Voice Conversion in English voice conversion

List of datasets and the modules in which they are used for training and testing.

Since we don’t have ideal datasets for this problem, this thesis proposes some methods to cluster-
ing speakers in VinBigData dataset into clusters for training. There are many methods to clustering the
speakers, we can use the spekaer verification model to create a specific d-vector for each speaker, then
use K-mean to classify. Categorization can also be done based on open source code such as Kaldi M6,
Pyanotate or x-vector methods. We will try each clustering method, compare them and then apply the best
method that gets the best results.

4.3.2. Model Trainning:

The ZaloAl dataset will be used to train the Speaker Embedding module, both the Vivovs dataset and
VinBigData will be used for Voice Conversion Module ’s trainning.

According to the original AutoVC paper, finding the right ”BottleNeck dimmension width” is impor-
tant to obtain the best results, therefor we will conduct experiments relate to this parameters. At the same
time, applying clustering methods to preprocess data is expected to improve the training process.

4.3.3. Evaluation Metrics:
To evaluate the results of Voice Conversion, we use two main metric:
- Mean opinion score (MOS): a measure method using real people, using the formula:

>N Z,;

MOS = N

Where Z is rating of one person and N is the total number of rating people



- Mel cepstral distortion (MCD): a measure method which the result is obtained by compare two re-
sulted audio mathematically[1], using the formula:

A (VR
MCD(y’y):ln(lO) 2t§1!y—y\

Where y and y’ are the ground and the predicted mel-spectrogram respectively, T is the number of
timesteps and t is the timestep slice.

5. Preliminary results:
We expect the Mean opinion score (MOS) to be as good as the result of our previous experiment on
single speaker speech synthesis, which is around 3.97.

6. Ethic Problem:

Al Technology is growing rapidly, which has also raised many concerns about the danger of the de-
velopment itself. In the past, there were also many synthesized voice systems doing voice cloning, but
the most notable here is the “one-minute” number, collecting a person’s voice in a minute is a lot easier
than collecting an hour’s data set audio. This raises important questions if the system can become a tool
for bad guys, can be used for tricking the verified identity of a software, and bring more unhappiness than
happiness. Despite of that problem, we believe this technology can be used for creativity and entertain-
ment, and make human’s life more colorful. We can publicize the technology so that everyone will soon
be aware that such technology exists. By that way, the damage will be a lesson, we agree with such a
solution. In our opinion, this technology should be public and should be developed more to make it a safe
tool for everyone to use.
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Tasks
Build text Normalization package Vinorm

Build Phonetic Generate package Viphoneme

Train Mel-generator module (Tacotron2, FastSpeech2, GlowTTS)
Train Vocoder (Multiband-MelGan, HifiGan, Waveglow)
Train Vietnamese Speaker Verification model for generate Speaker Embedding

Research and propose new methods for Voice Conversion module: DeepSpeechVC

Apply Vietnamese Dataset for Conversion module by hyper-tuning the bottleNet

Combine all modules into end-to-end system

Conduct model evaluation by metrics

Write the thesis
Approved by the advisor Ho Chi Minh city, 18/03/2021
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ABSTRACT

Speech processing is an important research area in the field of artificial intelligence,
alongside computer vision and natural language processing. Speech synthesis has been
studied since the late 1950s, through the stages, the voice becomes more and more
intelligent and natural like a human and can run in real-time and on devices. However,
there are still many problems that need to be solved before they can be put into practice.
One of them is the problem of voice cloning, which helps to synthesize a person’s
voice with only an audio sample, in addition, we can extract the speaker’s features to

be able to switch that person’s language.

In this thesis, we proceed to build a voice cloning framework for Vietnamese. The
framework will be a pipeline that includes many speech processing modules such as
voice conversion, mel-generator, vocoder and speaker encoder. We experimented on
SOTA models of the E2E Speech Synthesis, including mel-spectrogram generators
such as Tacotron2, Fastspeech2, MelGAN, GlowTTS, and vocoders including Wave-
glow, HifiGAN, then applied these models to Vietnamese. These models have been
optimized to be able to run on Android devices without internet and GPU. For the
voice conversion module, we have proposed a new method based on AutoVC and
Deepspeech2, then conducted an evaluation to compare with international models in
English, the result is much improved compared to the AutoVC model and therefore,

this new method is also integrated into this framework.

For each module, we choose the best method based on training time, model size, MOS
score, real-time performance, GPU utils, then combine with other modules of the
framework to form an end-to-end pipeline that can perform voice cloning. To eval-
uate the quality of cloned voice, we compared the pipeline using our method, which
1s voice cloning with voice conversion based on Deepspeech2, and the pipeline with
voice conversion module using AutoVC. Our DeepSpeechVC framework results have

a mel cepstral distortion of 11.90, better than the one using AutoVC with a result of
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13.67.

The new proposed voice conversion model helps to create the foundation for the study
of Vietnamese voice cloning, the phoneme conversion and text standardization li-
braries are provided, these libraries can run on cross-platform (C++, Python, Android

NDK) and have been practically applied in industrial products.
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CHAPTER 1

INTRODUCTION

This chapter provides an overview of the development of Voice Cloning. We
show practical applications of the problem, the latest approaches, analyze
the strengths and weaknesses of each method as well as the direction we
use. Then We explain the motivation which makes us choose this topic to
build a framework for voice cloning. At the end of the chapter is the outline

of this thesis.

1.1 Overview of Voice Cloning

The demand for personal voice is increasing to make devices, apps or virtual assistants
more familiar to users. There are a number of solutions such as using transfer learning,
which requires 5 to 30 minutes of voice data, and then retrains the model to adapt to
the new voice. The quality of the voice is proportional to the number of audio samples
used for the transfer. For voice cloning based on speaker characteristics, we only need
one or several audio samples to extract speaker embedding, and use it to create cloned

voices. This method does not require retraining the whole speech synthesis model.

Voice cloning can be used for prosody transfer, our voice can be transformed to speak
different tones, timbers based on the expressive characteristics of other speakers. Fur-
ther application is to help us sing with the tone and voice of our favorite singer. And
the most practical application currently is voice cloning to help solve the pain of
speech synthesis systems when put into practice, the problem of mix-code and cross
language. Voice cloning has a potential future application for creating cross-lingual
cloned voices. Most speech synthesis systems today only support one language, voice
cloning helps us to speak any foreign language with our personal voice, whether we

know that language or not. This application can be used in cross-country meetings.

Voice cloning is the task of generating a voice from another voice using only one or a
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Figure 1.1: Problem Statement of Voice Cloning.

few voice samples.
The voice cloning problem requires building a model with:

- Input: a text or sentence that needs to be converted (Z1) and a reference speaker

audio (U2)

- Output: an audio that contains the content of the text (Z1) with the voice of the

reference speaker (U2)

In other words, this task is to create an audio that speaks a given text in any reference

voice.

One of the approaches to this problem is to build a unified speech synthesis model,
which generates the resulted audio directly from the input text and reference audio
without any intermediary step. This unified speech synthesis model is called Multi-

speaker Synthesiser.

In this approach, first the raw text will go through the Text Normalization and Phone-
tization module to be normalized and converted into phonetic representation features,
in the other hand, the reference speaker audio will be passed through Speaker Em-
bedding module to extract voice characteristic features. The phonetic features and the

characteristic features are passed to Multispeaker Synthesizer module to generate the
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Figure 1.2: Voice Cloning with Multi-speaker Speech Synthesis.

mel-spectrogram, a kind of features generated from audio signal. Finally, the Vocoder
will receive the generated mel-spectrogram to create the final audio result. This ap-
proach is proved to be efficient, such as Baidu DeepVoice3 [12]. However, as we tried
this method with Vietnamese dataset, the results are disappointing. We suspect that the
total recording hours, the number of speaker, the number of audio per speaker as well
as the quality of Vietnamese datasets are not enough for this approach. Therefore, in
this thesis, we propose another approach for voice cloning based on Speech-to-speech
that can be applied using smaller amount of dataset and can still get considerable re-

sult.

Voice conversion techniques are used to modify the signal which is the output of
speech synthesis to produce voice that includes variety of emotional expressions, dura-
tion, rhythm and multiple speakers. In this study we use it as a module that transforms

speech characteristics between speakers rather than just modifying speaker prosody.

With Voice Cloning based on Voice Conversion, we need to build 4 separate mod-
ule with data training requirements that are not too large at Speech-to-speech step:

Synthesizer, Vocoder, Speaker Encoder and Voice Conversion.

Speaker Encoder is also used to extract speaker features, playing an important role in
generating high-quality voice similar to the original voice. Contrary to the approach

mentioned above, the Multispeaker Synthesizer in voice cloning is replaced by a Sin-
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Figure 1.3: Voice Cloning with Speech Synthesis and Voice Conversion.

gle Speaker synthesizer that can only produce audio results with one speaker’s voice.
This voice will be considered as the original voice, we need to transform the voice
based on the reference voice but make sure to keep the content of this original voice.
Voice Conversion will take care of this task, it will modify the speech of a source
speaker to make it sound like it was spoken by another target speaker while preserv-

ing the content of the speech, and the process is text-independent.

In this thesis, we will build an end-to-end framework based on the structure of Voice
Cloning with Speech Synthesis and Voice Conversion, we conduct research, experi-
ment and evaluation on each small module of the framework, then suggest improve-

ments to each of those modules.

The two most important tasks are to build a voice conversion module and a robust
speech synthesis system to produce quality source audio. The current voice conver-
sion model used is AutoVC, but this method has many problems with sound quality
and especially a bottleneck problem, which takes a lot of effort and time to tune. We
propose a new voice conversion model based on auto-encoder and features extracted

from automatic speech recognition, we call this method is DeepSpeechVC.



1.2 Motivation
1.2.1 Voice recreation with a audio of 3-5 seconds

With the motivation of reconstructing voices for people who are mute after an accident
and there is a small amount of data about their voices, this thesis aims to conduct exper-
iments and apply new technologies, artificial neural networks to synthesize voices for
Vietnamese. Different from speech synthesis models that require a one-speaker qual-
ity data set - traditional voice cloning, we suggest a new voice clone system, which
can synthesize any person’s voice with only a few sample audio inputs of that person’s

voice

1.2.2 Application for speech processing

Speech translation is a system with the goal of helping people who speak different
languages to communicate with each other, the task is to generate speech in the target
language from the translated text. By applying the advantages of Voice Conversion, we

can make it straightforward to retain the voice of the original speaker after translation.

If we can build a good Voice Cloning pipeline, we can apply it to data augmentation,
the voice of an original speaker will be modified based on different reference voices,
creating multi-speaker data, used to support training automatic speech recognition

models.

1.3 Objectives

The main objectives of this project are:

1. Suggest new method to improve current voice conversion, AutoVC, improve the
bottleneck limitations. Create a premise for researches on the voice conversion

in English and Vietnamese.



2. Experiment on all the newest approaches of Speech Synthesizer, Vocoder then
apply to Vietnamese. Use these models as modules that generate input and output

for voice conversion.

3. Build a framework for creating a cloning voice which does not appear in the
training data set, the input is text we want to say and the voice audio of the

person to be synthesized.

1.4 Project Content

Our project report is structured into 6 chapters:
Chapter 1

Chapter 1 provides an overview of the development of Voice Cloning. We show practi-
cal applications of the problem, the latest approaches, analyze the strengths and weak-
nesses of each method as well as the direction we use. Then We explain the motivation
which makes us choose this topic to build a framework for voice cloning. At the end

of the chapter is the outline of this thesis.
Chapter 2

In chapter 2, we present the basic knowledge of speech and signal processing, common
deep learning techniques used for signal processing problems are also explained, we
introduce an overview of speech synthesis and the metrics used to evaluate the quality

of speech processing problems.
Chapter 3

In chapter 3, the most popular and latest approaches to the voice cloning problem
are briefly mentioned to get an overview of this problem. Two approaches to voice
cloning are based on multi-speaker speech synthesis and based on voice conversion.
For voice conversion, depending on the dataset, we use parallel or non-parallel ap-

proach. Recent voice conversion studies are all based on non-parallel because it does



not require pairs of two-person utterances saying the same content. Prominent methods
can be mentioned as Gan-based, VAE-based, ASR-based Voice Conversion. Outstand-
ing methods of related tasks such as speech synthesizer, vocoder are also presented to

combine with voice conversion to build a cloning framework.
Chapter 4

In chapter 4, we introduce Voice Conversion, which is the most important module
in Voice Cloning. The architecture of AutoVC, one of the state-of-the-art techniques
of Voice Conversion, is described in detail to analyze its advantages and limitations.
To overcome these limitations, we briefly describe an automatic speech recognition
model called DeepSpeech2, which is used as a content encoder. By applying this idea
to AutoVC, features are efficiently extracted and help to improve bottleneck problem
of the old model. To build a cloning pipeline based on Voice Conversion, we conduct
research and test satellite modules, support input and output for voice conversion mod-
ule. Speaker Encoder is used to extract speaker features, Speech Synthesizer plays the
role of generating melspectrogram source as input for Voice Conversion’s content en-
coder. The output of the decoder part of the Voice Conversion is fed into a Vocoder to
generate the waveform. We evaluates on each module of the framework, then combine

them to build demos and perform evaluations on the entire system.
Chapter 5

In chapter 5, we show the data that we use and the experiment results. To be able to
compare and evaluate the quality of the solutions that we have proposed in chapters 4
and 5, we select suitable datasets for each problem, perform training and fine tuning
for the models. Then we use the appropriate metrics, give analysis and evaluation,

trade-off considerations to choose the best model to build an end to end framework.
Chapter 6

In chapter 6, we highlight the work involved in building a voice cloning based on



speech synthesis and voice conversion. Then we summarize what knowledge we have
research, experiments, evaluation results on models and solutions that we propose.

Ethical issues of science and potential future research problems are also discussed.



CHAPTER 2

PRELIMINARIES

In this chapter, we present the basic knowledge of speech and signal pro-
cessing, common deep learning techniques used for signal processing prob-
lems are also explained, we introduce an overview of speech synthesis and

the metrics used to evaluate the quality of speech processing problems.

2.1 Voice Formation

To better understand the speech signal, we show how the human organs make the

sound depicted in Figure 2.1.

The lungs have the function of creating an air stream, which puts pressure on the
larynx (vocal folds) causing it to open and close periodically. This helps to generate
sound wave frequencies with a fundamental frequency of about 125Hz for men, 210Hz
for women, which is called FO frequency. Different people will have different FO. In
speech processing problems that have speaker independence, such as speech synthesis
or automatic speech recognition, this frequency FO will be eliminated. In contrast,
in problems such as speaker verification, voice conversion, FO is considered as an

effective feature to distinguish speakers.

In order to form a voice, other organs are also needed such as: palate, tongue, teeth,
lips, nose (Figure 2.2). These organs have the role of a ”resonator” like a guitar box,
they have can change shape flexibly. This resonator has the effect of amplifying some

frequencies, suppressing others to create sound.

Therefore the source spectrum will be transformed by the filter functions to form the
voice. Output spectrum will have peaks called formants. The value, position, and time

variation of these peaks produce diverse features for each phoneme.
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Figure 2.1: Descriptive Signal level analogy. [1]

2.2 Acoustic feature representations

Feature extraction is an important step in speech processing. Raw audio input is usu-
ally difficult to understand and hard to use. Therefore, to be able to train deep machine
learning effectively, we need to extract more features from the initial audio input.
There are many ways to extract features from audio and extract by signal domain is

one of the most popular ways.

An audio signal contains three domains: time domain, frequency domain and ampli-
tude domain. The waveform, which is extracted directly from audio, only contains the
changing of amplitude with respect to the time domain. To include the frequency do-
main into extracted features, we use time-frequency representation of audio features,

which can be obtained into using Short-Time Fourier Transform (STFT) on the raw

10
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audio signal. After this, we will get Spectrogram, one of the common features to fed

into a deep neural network.

Figure 2.3: Spectrogram visualization.
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As mentioned above, a spectrogram is a representation of features extracted that con-
tain both time and frequency features of an audio signal by applying SFTF. In other
words, we divide the audio signal into many small segments, then compute each sig-
nal using Fast Fourier Transform (FFT), and then concatenate all the outputs, we will
get spectrogram representation. Apply this spectrogram with mel-scale will result in

mel-spectrogram, another popular feature in signal processing.

Normalized Spectrogram
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Time Frame Windows

Figure 2.4: Mel-Spectrogram visualization.

Mel-spectrograms are spectrograms whose frequency is converted from current scale
to mel scale. This feature extraction comes from the fact that the human ear recognizes
the difference between low-frequency signals better than high-frequency signals. For
example, we can recognize the difference between 200Hz and 300Hz sound signals
better than the difference between 2000Hz and 2100Hz sound signals, despite having
the same difference of 100Hz. This conversion from normal scale to mel scale can
be computed using the formula shown in figure 2.5 and the visualization of mel-scale

conversion results is shown in figure 2.6.

As the plot in figure 2.6 shows, the higher frequency the narrower the difference be-

tween nearby frequencies. And here we can go further in signal feature extraction by

12
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Figure 2.6: Mel-scale conversion visualization.

converting mel-spectrogram into MFCC (mel-frequency cepstrum coefficients).
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Figure 2.7: MFCC visualization.

MFCC is converted from mel-spectrogram by using DCT (discrete cosine transform).
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In signal processing, MFCC is often used to describe the timbre of an audio signal.

Spectrogram, mel-spectrogram and MFCC, are all commonly used in signal process-
ing. In our thesis, we use mel-spectrogram for speech representation, which is the kind
of feature not only contains both time and frequency information but is also practical

to use because of its relation to human hearing ability.

2.3 Deep learning for Language and Speech

In recent years, Deep Learning method become more popular and powerful in all as-
pect of Language and Speech processing. Here we will introduce some of the most

important works to both our thesis and speech processing.

2.3.1 Sequence to Sequence Models

The sequence-to-sequence model consists of two recurrent neural networks called en-
coder and decoder [13]. This RNN model can be gated recurrent neural networks [14],
long short-term memory network [15], bidirectional long short-term memory [16] and
many other variants of RNN. The inputs and outputs of this model are sequences that
can be an encoded text, a sequence of audio samples, a sequence of frames. The en-
coder part has the function to produce an encoding of the input, provide initial hidden
state for the decoder part. The decoder part is based on the information extracted from

the encoder in the form of hidden state, creating the target sequence output.

One of the biggest problems with sequence to sequence models is the bottleneck in
the hidden state output of the encoder. The task of this hidden state is to capture in-
formation from the input input. Therefore, if the input sequence is too long, the infor-
mation in the hidden state is lost. To overcome this shortcoming, a direct connection
is connected between the decoder and the encoder to focus on important relevant in-

formation at each step of the decoder. That is the idea of the attention method.

14
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2.3.2 Attention Mechanism
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In order that the context information is not lost during the decode process of the se-
quence to sequence model, at each step of the decoder, the hidden layers will be math-
ematically performed with each state of the encoder. The most commonly used math

operator is dot as in figure 2.9. As a result, we get the attention score. (Figure 2.10)

et = [sThy,...,sl hy) € R"

Figure 2.10: Attention score

Then we take softmax with the attention scores, to form the attention distribution. This
distribution tells us what parts of the encoder are important to the decoder’s current
state. (Figure 2.11)

ol = softmax(e') € R"

Figure 2.11: Attention distribution

Attention output is performed by taking weighted sum of the hidden states of the en-
coder with the newly created attention distribution. This attention output will contain
the information of the entire encoder, moreover, the important information in the cur-

rent state will have a larger role thanks to distribution attention. (Figure 2.12)

N
at =" alh; e Rh

Figure 2.12: Attention output

There are many ways to use the attention output for the next states, the easiest one that
can be used is to concatenate the decoder’s hidden state with the generated attention
output, consider it as more information about the encoder context, to decoder model

can learn better. (Figure 2.13)

By using attention as additional information for the model, the decoder can access all

16
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Figure 2.13: Attention output and hidden state

the encoder information, the information will not be lost in the bottleneck part of the
encoder’s output layer. In addition, attention also helps to solve the vanishing gradient
problem by allowing all the states in too long sequences to have direct access with the

decoder.

In addition to dot attention as illustrated above (Figure 2.14), we also have other at-
tention variants that are applied in many other sequence to sequence problems. Some
variants can be mentioned such as multiplicative attention (Figure 2.15), additive at-
tention. (Figure 2.16)

et =sTh; e R

Figure 2.14: Dot-product attention

et = sTWh; e R

Figure 2.15: Multiplicative attention

el = vtanh(Wih; + Was) € R

Figure 2.16: Additive attention

2.3.3 Variational Autoencoders

An autoencoder is a neural network that is learned by using an unsupervised learning
method. This model learns to encode the information from the input by attempting

to reconstruct it in the training step. This information is visualized as a latent space,

17
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Figure 2.17: Variational Autoencoders architecture.

which is a collection of similar data that are close to each other.

A variational autoencoder is a kind of autoencoder. It addresses the problem of the
vanilla autoencoder, which is the result latent space may not be continuous. By en-
coding the inputs as a distribution over latent space instead of as a single point, the

model regularizes the latent space resulted in more accurate results.

2.4 Loss function for Speech Processing

24.1 CTC

CTC (Connectionist temporal classification) calculates the sum of all alignments be-
tween the input and label, as shown in figure Figure 2.18. It is usually used for training

the sequence-to-sequence model.
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GE2E (Generalized End-to-End) loss function uses the training approach that pro-

cesses many data utterances from multi-speaker with a significant amount of utter-

ances per speaker, as shown in figure Figure 2.19. This approach is shown to be able

to update the model in a way that focuses on utterance examples that are difficult to

verify.
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2.5 Metric and evaluation in Speech Processing
2.5.1 Subjective measures

Subjective measures are evaluated by humans by having test participants listen to a
random piece of audio synthesized by the computer and the audio read by humans,
and then giving a score based on intelligence and naturalness. The systems used for
evaluation are usually Amazon Mechanical Turk, in Vietnamese, the most popular

way to measure is through the VLSP contest. [17]

MOS is the average score calculated through a test based on the listener’s perception
of the audios generated from the model. The scores are scored from 1 to 5 correspond-
ing to the quality of the sentence (Bad, Poor, Fair, Good, Excellent). This method is
done with many different people and many different sentences. The final result will

be averaged from the score given by the evaluator

There is a commonly used method for collecting listener reviews called MUItiple
Stimuli with Hidden Reference and Anchor (MUSHRA). Listeners were asked to
compare mixed signals between ground truth speech which is spoken by humans and

generated signals and they were asked to assign a score on a scale from 0 to 100.

2.5.2 Objective measures

In order to make the results independent of the assessor, objective measures are intro-

duced.

In 2019, Binkowski et al. introduce a quantitative automatic test called the Fréchet
DeepSpeech Distance (FDSD) which is an adaptation of the Fréchet distance applied
to the calculation of the distance between 2 speech files. This test allows having a

distance score between the generated signal and the original file.[18]

Mel cepstral distortion is a measure that indicates the match between the actual speech

and the sentence generated by the model. First, we have to extract the MFCC feature

20



from the two audio files of the speaker and the generated model and split it into frames.
Then, at each frame of the MFCC, calculate the distance of each pair of MFCC features
of the natural voice and the synthesized voice. The smaller the MCD score, the closer

the synthetic voice is to the natural voice.

Root mean squared error (RMSE) is a fast and simple measure commonly used, un-
like MCD which only calculates the difference on the mel-spectrogram, the RMSE
1s performed on the waveform. RMSE is the square root of the mean of the square
of all of the errors, which is the difference between two waveforms generated by the

vocoder model and the original voice of the speaker.

For the speaker verification problem, Equal error rate (EER) is used to measure the
system. This metric is usually used to compare devices and biometric technologies.
The lower the measurement, the more reliable and accurate the system is. This measure
1s based on false positive rate and false negative rate, EER is the point on the graph

with two equal FNR and FPR values.
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CHAPTER 3

RELATED WORK

In this chapter, the most popular and latest approaches to the voice cloning
problem are briefly mentioned to get an overview of this problem. Two
approaches to voice cloning are based on multi-speaker speech synthe-
sis and based on voice conversion. For voice conversion, depending on
the dataset, we use parallel or non-parallel approach. Recent voice con-
version studies are all based on non-parallel because it does not require
pairs of two-person utterances saying the same content. Prominent meth-
ods can be mentioned as Gan-based, VAE-based, ASR-based Voice Con-
version. Outstanding methods of related tasks such as speech synthesizer,
vocoder are also presented to combine with voice conversion to build a

cloning framework.

3.1 Voice Cloning with Multi-speaker Speech Synthesis

Multi-speaker Speech Synthesis is a voice cloning approach that adapts a TTS model
into a model that can clone many different kinds of voice. There are many models
using this approach, includes MultiSpeech [19], Baizhu’s DeepVoice models [20],
and one of the most representative method is the Multispeaker-Tacotron2 with speaker

verification transfer learning method.

rse?e‘?i'ﬁié_> Speaker speaker
waveform Encoder embedding
log-mel
Synthesizer L spoogram
grapheme or
phoneme ——{ Encoder [~|concat | Attention | Decoder Vocoder [— waveform
sequence

Figure 3.1: Multispeaker-Tacotron2 Architecture [2]
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This method includes three components that are trained independently: a speaker en-
coder module that is trained for verification task, which is used to extract speaker voice
characteristics from the reference audio; a tacotron2-based speech synthesis module
used to generate output mel-spectrogram based on the input text and speaker encoder
a vocoder module used to convert mel-spectrogram into waveform. This model is able
to generate substantial audio results. However, when we experiment with this method
to clone Vietnamese voices, the results are significantly worse due to the lack of qual-

ity and amount of audio samples in Vietnamse datasets.

3.2 Voice Cloning with Voice Conversion

Voice Conversion is the process of converting from an original speech into new speech
with the voice of the speaker in the reference speech and the content of the orignal
speech. Voice Conversion includes two main approaches: Parallel Voice Conversion

and Non-Parallel Voice Conversion.

3.2.1 Parallel Voice Conversion

Parallel Voice Conversion includes all the methods that are trained by using parallel
multi-speaker datasets - datasets that contain audio samples spoken by the same per-
son. In other words, we need a corpus containing speech pairs where the two speakers
utter the same sentences. Some solutions to this problem are based on Gaussian mix-
ture models such as Voice conversion based on maximum likelithood estimation of
spectral parameter trajectory [21], using partial least squares regression [22] or con-
tinuous probabilistic transform [23]. Some other voice cloning methods that use non-
negative matrix factorization such as exemplar-based voice conversion using sparse
representation in noisy environments [24] or with residual compensation for voice

conversion [25].

With the advent of deep learning models, many methods have been proposed based on
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sequence to sequence [26], such as Voice conversion using deep neural networks with
speaker-independent pre-training [27], others using highway networks [28], bidirec-
tional long short-term memory based recurrent neural networks [16]. There is also a

method to use the advantages of GAN [29].

Due to the inconvenience and limitation in using the dataset, only a few methods using

this approach and one of the most representative methods in this approach is Parrotron

[3].
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Figure 3.2: Parrotron Architecture [3]

Parrotron is a voice conversion model that converts the input mel-spectrogram into the
output mel-spectrogram without any reference mel-spectrogram. The model can be
used for normalization, which is the process of converting speech from any voice into
a consistent speaker voice. Furthermore, it can be used to perform speech separation.
This model uses an ASR decoder to able to produce more robust results. The method is
trained using a parallel dataset, which was produced using a TTS system. The dataset
1s not public and the method is mainly used to convert into a consistent voice, not just

any voice, therefore this method is not suitable for our objective. However, the use of
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ASR decoder inspires and leads to our method.

3.2.2 Non-Parallel Voice Conversion

Non-Parallel Voice Conversion approach only needs datasets that contain audio sam-
ples from multiple speakers. This approach is more versatile, therefore, there are many
methods using this approach. The quality and conversion effect obtained with non-
parallel methods are usually limited compared with methods using parallel data due

to the disadvantage related to the training condition.

3.2.2.1 ASR & TTS Based Voice Conversion

ASR (Automatic Speech Recognition) & TTS (Text to speech) Based Voice Conver-
sion includes methods that use ASR and TTS as modules to extract content features
from speech. Those modules are mostly trained beforehand to learn how to convert

speech into text and then its encoder part will be used to extract content features.

We list several approaches for voice conversion based on ASR & TTS like Frag-
mentVC which fuses fine-grained voice fragments with attention [30], Cotatron uses
transcription-guided speech encoder [31]. Some use phonetic posteriorgrams [32], dis-
entangling speaker and content representations with instance normalization [33] or
cascading ASR and TTS with Prosody Transfer [34] [35]. One of the most represen-
tative methods is TTS-Skins.

TTS-Skins is a convolutional model that is used to convert voices. The model in-
cludes two modules: the encoder is a pre-trained ASR model, which is used to rec-
ognize voices, and the WaveNet-based decoder, which is used to convert into speech.
This conversion method is close to our method, the difference is the number of used

modules.
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Figure 3.3: TTS-Skins Architecture [4].

3.2.2.2 VAE and Auto-Encoder Based Voice Conversion

VAE and Auto-Encoder Based Voice Conversion are methods using Auto-Encoder
module that can be trained using non-parallel dataset and still get meaningful results.
Models using VAE and Auto-Encoder Based methods are Unsupervised Learning
[36]. Some methods use Triple Information Bottleneck [37], Vector Quantization [38]
or WaveNet autoencoders [39]. ACVAE-VC is a voice conversion model that uses
auxiliary classifier variational autoencoder [40] and Blow use single-scale hypercon-
ditioned flow [41]. There are many methods using this approach and two of the most

representative method are Autovc and FO-Autovc [5].

AutoVC is one of the important models relate to our thesis. It includes three modules:
the Content Encoder to extract content features, the Speaker Encoder to extract the
voice characteristic of the speaker, and the Decoder to decode the concatenation of
the outputs of Content Encoder and Speaker Encoder. Although this method is able
to generate SOTA results, the FO of results are not consistent due to BOTTLENECK

problem, which we will introduce later in our thesis.
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Figure 3.4: FO-AutoVC Architecture [5].

FO-Autovc is the next generation of AutoVC, which is able to generate more FO-
consistent results. To solve the FO-inconsistent problem in AutoVC model, they ex-
tract the FO features from the original audio and then pass through the Decoder module

for training.

3.2.2.3 GAN Based Voice Conversion

GAN (Generative adversarial networks), which was introduced in 2014, is one of the
classes of machine learning frameworks. This method includes two modules: Gener-
ator and Discriminator. The Generator module will generate the result based on the
inputs and the Discriminator module will check if the result is fake or not. The Gen-
eration will be trained to generate good enough results to confuse the Discriminator.
Therefore, the main results will generate by the Generator module, while the Discrim-

inator module mostly used to train the model indirectly in an unsupervised manner.

There is GAN-based voice conversion method, in which the Generator will generate
good enough speech results as real as possible to fool the Discriminator. Some of the

most representative models in this approach is CycleGAN-VC [6] and StarGAN-VC
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which use star generative adversarial networks [39].
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Figure 3.5: CycleGan-VC Architecture [6].

CycleGAN-VC was adapted into voice conversion from the CycleGan model, which
is used in image conversions. Its generator module is 1D gated convolution neural
network (Gated CNN) while the discriminator is a 2D Gated CNN. The model receives

Mel-cepstral coefficients as inputs.

3.3 Speech Synthesis

The modern Speech Synthesis system consists of two main steps: generating fre-
quency representation for input text, then a second module called vocoder used to

generate the speaker’s voice in waveform form.

3.3.1 Mel-spectrogram Generator

The Mel-spectrogram Generator is a Feature Prediction module, which converts strings
of characters into speech representations necessary for the finalization of the genera-

tion, and the feature used here is the mel-spectrogram.

With the mel-spectrogram generator, there are methods such as Feed-Forward Trans-

former [42] or Attention based [43], in which the most typical is Tacotron2 [7] and
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FastSpeech2 [44].

Since the input of this generator is a sequence of encoded characters or phonemes and
its output is a sequence of frames of mel-spectrogram, therefore, the mel-spectrogram

generator is a time series model.

There are two types of mel-generator models: Autoregressive and Non-autoregeressive.
Autoregressive (AR) models are models that generate mel-spectrogram by using the
results from previous mel-spectrogram’s frame to predict the next mel-spectrogram’s
frame. The other type is Non-autoregressive (NAR), which are models that gener-
ate all mel-spectrogram’s frames in parallel. Non-autoregeressive models have better

generation speed but lower accuracy compare to Autoregressive models [45].
Auto Regressive

Mel-Generator models using autoregressive can be mentioned as TransformerTTS
[46], Deep voice [47], Durian [48], Flowtron [49], Non-attentive tacotron [50], Robu-

trans [51], and the most prominent is the Tacotron2 model.

Tacotron?2 includes a recurrent sequence-to-sequence feature prediction network that
maps input text to mel-scale spectrograms, with a highlight that is the attention mech-
anism. The input text can be split into a list of unicode characters, a list of graphemes
or a phoneme sequence. The representation for the input text plays an important role
for training, the faster the model converges when there is a large correlation between
the represented text and the audio bands. In addition, a suitable phoneme code will
help in the inference process, the output will be flexible with many different vocabu-
laries. We will detail methods to represent phoneme, and suggest ways to apply them

to Vietnamese in the proposed method section.

The list of text representations is then encoded forms a vector, each phonetic unit
corresponding to a one-hot vector whose length is the size of the declared character

set. Tacotron2 model contains three parts: an encoder, a decoder and the most im-
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portant one is attention. The encoder extracts content features vectors from the input
text and then passes them to the decoder. The generated vector will be extracted fea-
tures through three layers of Convolution Layer, these layers aim to filter the features
showing the correlation between phonemes in the same context. Tacotron 2 also use
Local Sensitive Attention, which extends the additive attention mechanism, as a step

between the encoder and the decoder.

At the Decoder step, frames are generated at each state of two LSTM layers with the
input information being the previous frame after passing through two fully connected
layers, the Encoder vector and the context vector obtained from the Attention mecha-
nism. These frames are then passed through five post-net convolution layers and added
to themselves to generate the mel spectrogram. The error function used is negative log-
likelihood to maximize the probability of each frame. The generated mel-spectrogram
will be the input to a vocoder model to generate speech or a voice conversion model to
transform the characteristics of this mel-spectrogram before generating the speech sig-
nal. We will describe in detail each layer of tacotron2 when applying for Vietnamese

speech synthesis in the proposed method.

Models that use autoregressive are often difficult to deploy to run in real-time because
the prediction of mel-spectrogram frames must depend on previous frames. To use

these models we can perform optimization for it.
Non-Auto Regressive

In order to improve the limitations of Autoregressive models during inference, several
techniques including knowledge distillation and source-target alignment have been

proposed to bridge the gap between AR and NAR models.

Mel-Generator models using non-autoregressive can be mentioned as Fastpitch [52],
Fastspeech2 [44], FlowTTS [53], Speedyspeech [54], Parallel Tacotron [55], Wave-
Tacotron [56], JDI-T[57], EATS [58].
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Figure 3.6: Tacotron2 Architecture [7].

A

We will briefly present one of these models, which is GlowTTS [8]. GlowTTS finds
the suitable alignment between text features and speech features based on the idea of
the hidden Markov model. By applying the invertible transformations, it can gener-
ate the resulted mel-spectrogram base on the input text in parallel. In other words,
GlowTTSs is based on AlignTTS and Flowtron, and then proceeds to improve the dis-

advantages of these two models.

Thanks to the above advantages, GlowTTS can control the speaking rate or pitch of
synthesized speech, which we can use for prosody transfer or style modeling problems,
and GlowTTS can synthesize parallel mel-spectrograms faster than Tacotron 2 15.7

times.

Besides, if we compare GlowTTS with other non-autoregressive models, it doesn’t
need extra external aligners. Specifically, for Fastspeech2, which is also a NAR model,
the training process needs to have information such as duration of phonemes and atten-

tion maps pre-extracted from external aligners, such as Tacotron2. Therefore we need
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Figure 3.7: GlowTTS Architecture [8].

to train a Tacotron2 model before we want to train the Fastspeech2 model, these par-
allel models critically depend on the autoregressive model. And as a NAR, GlowTTS

also has limitations on the quality of the synthesized voice.

3.3.2 Vocoder

The input of vocoder models is acoustic parameters, for today’s end-to-end models,
these input features are mel-spectrogram, the vocoder’s task is to synthesize speech

signals close to the human voice.

In 2016, WaveNet was introduced, which is a combination of wavelet and neural net-
works, this technique estimates waveform samples from given input feature vectors
- mel-spectrogram in speech synthesis[59]. WaveNet is a vocoder, which improves
the synthesis process better than previous techniques, but the weakness of Wavenet
1s that sequential generation is too slow for production environments, leading to the
introduction of CNN-based such as Multi-Scale Convolutional Neural Network for

spectrogram inversion [60], Flow-based and GAN-TTS approaches. Flow-based ap-
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proaches can be mentioned as Parallel WaveNet[61], ClariNet[62], FloWaveNet[63],
the most typical of which is WaveGlow[64].

Griffin-Lim

The Griffin-Lim Algorithm (GLA) is a reconstruction algorithm used to convert mel-
spectrogram into waveform. It is based on the redundancy of Short-Time Fourier trans-
form (STFT). This algorithm generates the final resulted waveform by keeping esti-
mating the target waveform’s missing informations between two domains: time and
frequency. It can generate consistent results without the knowledge of the target wave-

form.
WaveGlow

WaveGlow, which is a combination of two models WaveNet and Glow, is a generative
model that uses flow architecture to estimate parameters to build a probability density
function for data so that it can generate audio by sampling from a distribution. This
conditional probability distribution is modeled against a class of convolution layers.
In this model, the CNN layers do not have a pooling layer to produce output in the
same dimension as the input. The model generates a discrete distribution on the next
value based on a softmax function. This function is used to optimize the Maximize

Likelihood Estimator problem and find the best set of parameters for data.
MelGAN

MelGAN is a vocoder model that generates speech audio based on generative adver-
sarial networks. Compared to WaveNet model, Melgan is a non-autoregressive model
with less number of parameters. The Melgan model contains many fully convolutional
layers, so the advantage of this model is that the inference speed is greatly improved,
the training process requires less GPU resources, which can be used to run on real-time

applications.

HifiGAN
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By using many patterns of different lengths, HifiGAN can learn various periods of
voice audio. Each ResBlock will have a different kernel size and dilation. As a result,
the generated voice will be of high quality and have a much faster synthesis time
than models using auto regressive. It can run real time on CPU 13.4 times faster than

models like Tacotron2.
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CHAPTER 4

PROPOSED FRAMEWORK FOR VOICE CLONING BASED ON
SPEECH SYNTHESIS AND VOICE CONVERSION

In chapter 4, we introduce Voice Conversion, which is the most important
module in Voice Cloning. The architecture of AutoVC, one of the state-of-
the-art techniques of Voice Conversion, is described in detail to analyze its
advantages and limitations. To overcome these limitations, we briefly de-
scribe an automatic speech recognition model called DeepSpeech2, which
is used as a content encoder. By applying this idea to AutoVC, features
are efficiently extracted and help to improve bottleneck problem of the old
model. To build a cloning pipeline based on Voice Conversion, we con-
duct research and test satellite modules, support input and output for voice
conversion module. Speaker Encoder is used to extract speaker features,
Speech Synthesizer plays the role of generating melspectrogram source as
input for Voice Conversion's content encoder. The output of the decoder
part of the Voice Conversion is fed into a Vocoder to generate the wave-
form. We evaluates on each module of the framework, then combine them

to build demos and perform evaluations on the entire system.

Voice Conversion

1
ol M- MW (s e
:> Speaker
Encoder

Figure 4.1: An overview of voice cloning framework based on speech synthesis and

voice conversion.
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Figure 4.2: AutoVC Architecture [9].

4.1 Voice Conversion

Voice Conversion is the most important module in our Voice Cloning approach. We
introduce one of the state-of-the-art techniques of Voice Conversion in 2019, AutoVC.
The architecture of AutoVC is described in detail to analyze its advantages and limita-
tions. To overcome these limitations, we briefly describe an automatic speech recogni-
tion model called DeepSpeech2, which is used as a content encoder. By applying this
1dea to AutoVC, features are efficiently extracted and help to impove bottlenet prob-

lem of the old model. This proposed voice conversion model is called DeepSpeech-

based Voice Conversion.

4.1.1 AutoVC

AutoVC is a speaker conversion model used to convert speech to speech. This model
was introduced in 2019 and is able to generate better results and perform “zero-shot”
voice conversion. By using the auto-encoder loss function, this method is able to be
trained using non-parallel datasets - datasets that do not contain sentences that are

spoken by two different speakers.

In this paper, we use this model to convert speech from the single-speaker synthesizer

to other speech results that contain the reference speaker voice. The AutoVC model
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consists of four modules: speaker encoder, content encoder, decoder and vocoder.

- With the speaker encoder, we use a pre-trained speaker embedding module, which
we describe in chapter 5, to extract the d-vector. According to the AutoVC method,
we will use the method to extract d-vectors from both the original audio input (X1)

and the reference audio input (X2).

- The encoder module is used to extract features from each frame of the input mel-
spectrogram. Its input include the 80 channels mel-spectrogram of the original audio
and the d-vector of the original audio. The d-vector is concatenated with each time

step of the mel-spectrogram beforehand. After that, the input is passed to those layers:

+ Three 512 channels convolutional layers with batch normalization and ReLU acti-

vation.

+ Stack of two bidirectional LSTM layers, the cell size of those LSTM will be called

bottleneck size.
+ A downsampling module, which reduces the number of spatial dimensions.

- The decoder module then uses the feature output of the encoder module to convert

into the mel-spectrogram features. It consists of:

+ An upsampling module, which increases the number of parietal dimensions to the

same of the dimensions before the upsampling module.

+ Three 5%1 convolutional layers with 512 channels, each followed by batch normal-

ization and ReLu three LSTM layers with cell dimension 1024.
+ A Projection to dimension 80 with a 1 x 1 convolutional layer

+ Five 5x1 convolutional layers, where batch normalization and hyperbolic tangent
are applied to the first four layers. The channel dimension for the first four layers is

512 and goes down to 80 in the final layer.

Finally, the vocoder module uses the output mel-spectrogram from the decoder module
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Figure 4.3: Bottleneck problem illustration [9].

to convert it into speech. The author apply the WaveNet vocoder as introduced in Van

Den Oord et al. (2016), which consists of four deconvolution layers.

The size of the output feature must be chosen by hand and can lead to the bottleneck

problem.
BOTTLENECK PROBLEM:

This problem happens when the output’s size of the content encoder is too small or

too big:

- When the size is too small, the encoder can not extract enough information from the

speech, resulting in bad audio output.

- When the size is too big, the encoder will contain both the context of the speech and
the characteristic of the speaker, resulting in the resulting audio containing the original

speaker voice.

To prevent the bottleneck problem, we need to make sure that the bottleneck parameter
1s big enough to contain the context of the original audio and small enough to not

contain the speaker characteristic of the original speaker.
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The author’s experiments show that the “small bottleneck” model contains the charac-
teristic of the speaker from the reference audio but lacks context in the original audio
while the “large bottleneck” model has the context fully but contains the voice of the
original speaker. Therefore, it must have a bottleneck value so that the results contain

both the reference speaker and the context from the original audio.

Between the encoder and decoder step, the author also performs the downsampling
of the encoder output and then upsampling the output again the pass to the decoder.
The author downsample the encoder output by the factor of 32, which means the only
keep the 1st, 32st, 64st frame of the encoder output, and then upsampling the results
again by multiplying each frame by 32. The aim of this is to generalize the training

result, help the model gain better results.

AutoVC uses a reconstructed loss function to train the model. The reconstruction loss
1s applied to both the initial and final reconstruction results. As the author of the paper
suggests, if we set the “bottleneck™ parameter at a right amount, then the model will
learn to extract the context feature without learning the characteristic of the original

speaker.

4.1.2 DeepSpeech2:

Automatic Speech Recognition is one of the fields of Computational Linguistics that
studies the translation of speech into text. Speech Recognition models also can be
used as modules to extract content features from input speech audio. One of the most

representative models is DeepSpeech?.

DeepSpeech2 is an ASR system that was introduced in 2015. It includes the Deep
Neural Network (DNN) part and the Decoder/Inference part. The DNN part is used to
generate feature vector which is probability of each character over time period and this
part is trained using CTC loss function. The Decoder will generate the final text result

through the Greedy or Beam Search algorithms. Due to the simplicity and efficiency of
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this method, we will integrate this model into our framework and evaluate the results.
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Figure 4.5: DeepSpeech2 Architecture

We use the model configuration which is shown to be the best on LibriSpeech. It

consists of:
- A convolutional layer with 32 channels, kernel size is (11, 41), stride size is (2, 2).
- A convolutional layer with 32 channels, kernel size is (11, 21), stride size 1s (1, 2).

- Five bidirectional GRU layers with the size of 800.
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- One fully connected layer with the size of 1600.

- One projection layer with the size is the number of characters plus 1 for CTC blank
symbol, which is 29 in English Voice Conversion, and 146 in Vietnamese Voice Con-

version using phonemes.

4.1.3 DeepSpeech-based voice conversion:

One of the limitations of AutoVC is the training process requires configuring the pa-
rameter bottleneck to gain the best result possible. The parameter bottleneck is differ-
ent depending on the overall quality and quantity of the dataset. If the bottleneck size is
chosen correctly, then the training will be easier, otherwise, this may results in a long
training time if the correct bottleneck value is not close enough. Although the result’s
quality is good enough, we want to find a way to train the model so that we don’t need
to configure the “bottleneck” parameter randomly at first and still generate meaning-
ful results. Therefore, we propose a new method that can generate the result as good
as AutoVC and does not require configuring the parameter bottleneck. This method is
based on AutoVC and DeepSpeech2 models, which we call DeepSpeech-based Voice

Conversion.

The DeepSpeech-based Voice Conversion method consists of four modules: a content
encoder used to convert speech to text feature, a speaker encoder, a decoder to convert

encoder output into text and a vocoder.

The content encoder will be based on DeepSpeech2, an ASR model used to convert
speech into text. Normally, DeepSpeech2 consists of an Encoder module used to con-
vert speech into character features and a Decoder module used to predict characters
into text, as shown in figure Figure 4.4. Here in this method, we will train the Deep-
Speech2 with CTC loss function and then only make use of the encoder module of

DeepSpeech?2 to extract content features from the original audio.

The decoder was the same as the decoder of the AutoVC model. The decoder will
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Figure 4.6: DeepSpeech-based voice conversion.

receive the output feature from the DeepSpeech module to generate the audio. The
DeepVC decoder is inspired by AutoVC, but without the up-down sampling factor.

The Vocoder module is also the same as the Vocoder module of AutoVC model.

In this method, we need to train three modules: the content encoder, the decoder and
the speaker encoder separately. The training of the content encoder requires the multi-
speaker datasets that contain text data. Luckily, most multi-speaker datasets contain
text data. The size of the output depends on the number of characters or phonemes in
the dictionary. In our experiment with the use of the character in the English dataset,
the size of the output is 29. In our experiment with the use of phonemes in the Viet-
namese dataset, the size of the output is 95, while the use of characters in the Viet-
namese dataset requires the output’s size of 146. The output dimension size, which is
also the bottleneck size in the AutoVC model, is static and just needs to be configured

one time depending on the dataset and the use of phonemes or characters.

To train the decoder module, we need the input is the content features extracted from
the input mel-spectrogram using the encoder module. However, because the length

of the content features are not the same as the length of the input mel-spectrograms,
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therefore, we need to recalculate the length of the ground truth mel-spectrogram to

match the length of the content features.
Calculate for ground truth mel-spectrogram output length:

In DeepSpeech2, the length of the input change when passed through each Convolu-
tional 2D layer and it is shown by this formula 4.7. Using this formula, we can calculate
the length of the output content features, which is also the length of the ground truth

mel-spectrogram.

Win + 2 X padding[1] — dilation[1] x (kernel_size[l] — 1) — 1
stride[l]

Wout =

Figure 4.7: Conv2d output size calculation

If the input mel-spectrogram X1 has hop-length H1 with sequence length S1, then
ground truth mel-spectrogram X2 with sequence length S2 needs to have hop-length

H2. This is shown as formula:

m|m
—[bo
e

We can calculate S2 following S1 by using the formula in figure Figure 4.7, therefore

we can calculate hop-length H2 needed to generate ground-truth mel-spectrogram.

In our experiments, using the configuration as we mentioned above, we calculate the
number of output frames is half of the initial mel-spectrogram frames. Therefore, to
match the number of frames from the encoder output, we increase the hop length by
2 when converting the speech to mel-spectrogram. Then, we use the mel-spectrogram

results to train the decoder module.

In theory, using this method, we can make sure that the content feature extracted from
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the content encoder does not contain the speaker feature of the original speaker, there-
fore removing the use of bottlenecks parameters. Also, we make use of the text pro-

vided by the dataset.

4.2 Speaker Encoder

This module is used to extract speaker voice characteristics features to pass to the

Voice Conversion module for training.
There are two ways for represents the speaker characteristics:
- Embed Speaker Identification: Domain Dependency using One-hot vector

- Embed Speaker Representation: derive a high-level representation of a voice sum-

mary vector of 256 values - characteristics of voice speaker

We experiment with both representations. In the Embed Speaker Identification ap-
proach, we use a one-hot vector with the length of 65 corresponding with 65 speakers
of'vivos dataset. In the Embed Speaker Representation, we use the speaker verification

model proposed with the use of GE2E loss function [10].
Our LSTM model consists of:
- 3 layers of LSTM with the hidden size of 768

- One projective layer to project the number of hidden size of output vector into d-

vector (vector with size of 256).

4.3 Synthesizer

Text Normalization

Text Normalization is an important step in Text-to-Speech systems, helping to filter
noise and making the input to be consistent with only Vietnamese syllables. The main

task of the front-end of the TTS system is to standardize the text for the back-end sys-
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Figure 4.8: Speaker Verification with Generalized End to End Loss [10].

tem, the input is the raw text, we need to decide how to verbalize non-standard words,
convert numbers, abbreviations, and words that cannot be pronounced into syllables,
including dots, commas[65]. Every language needs different normalization process-
ing methods because this problem is language-dependent[66]. It is impossible to build
a complete text normalization because the language is ambiguous and evolves over
time[67]. Text Normalization of Vietnamese Speech Synthesis today is still building
grammars by hand instead of using automatic inference from large corpora because it
has been the lack of annotated data[68]. To standardize text into readable words, the
TTS system process through two steps, Rule-based and Dictionary-Checking. Specific
methods for handling different cases of text normalization are shown in Appendix A.

The text normalization process is illustrated in Figure 4.9
Phonetization

In order to apply these advanced models to Vietnamese, we need to standardize the
data as well as propose using phonetic-based instead of character-based approach as
an input of the neural network for taking the advantages of the Vietnamese language.
In order to synthesize words that have never appeared in the train set or out of vocab-
ulary words (OOV), we now use the grapheme instead of the character as the input
for the end-to-end model. This makes the model converges faster. Because IPA is for
describing sound, we not only create general lexicon for Vietnamese but it also de-

pends on the speaker’s own region in the train (dialect). The presentation of IPA for
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Figure 4.9: Pipeline for Text Normalization using Rule-based and Dictionary Check-

ing.

Vietnamese has many ways and is still not unified. We refer to the method of Pham
2006 [69], customize the way some phonemes represent and some labiovelar on-glide.
Because IPA does not display tones, we have signed the blanks, grave, acute, hook,
tilde, dot accents with the numbers from 1 to 6. The output will be in the following

format:

(CH(w)V(G|C2)+T

There are a total of 144 IPA characters including tones, Vietnamese phoneme, En-
glish phoneme, dot, comma, and other special characters, each IPA character will be
mapped corresponding to a number. Therefore the input text will be converted to a
sequence of numbers and this sequence will be the input for the embedding layer. If
using a dictionary with a large number of phonemes, the model will converge faster,
the phoneme sets will be suitable if the training data set has few samples, we use many

phonemes to control the model quality. However, in order for the generated voice to
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be diverse with many different contexts, we can reduce the number of phonemes so
that the model can learn different readings of the phoneme, which requires a consistent

voice dataset.
Mel-Generator

For the Mel-spectrogram Generator, we will apply Vietnamese phonemes to two main

models, which are Tacotron2 and GlowTTS.
Tacotron2 for Vietnamese

The following are details of the tacotron2 model we used. To be able to apply to Viet-
namese, in addition to the layers as described by the author, we replace the character
embedding layer with the grapheme embedding layer. The tacotron2 model consists

of three main parts encoder, attention, decoder.

Waveform samples
A
[ WaveNet Mol ]

mel spectrogram

5 Conv Layer Post-Net ]

)

( Bi-directional LSTM Linesr Projection
[ 30 4L ] Location [
onv Layers Sensitive 2 LSTM Layers }O
Attention )
[ Character Embedding J [ 2 Layer Pre-Net

AE0RLUEE0E

Figure 4.10: Tacotron2 Architecture.

The first part is an Encoder that converts the phonemic string into a word embed

vector. These features are then used for the Decoder to predict the frames of the mel-
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spectrogram. The encoder includes the following neural networks:

- The network Grapheme Embedding uses to encode characters, the size of this net-

work depends on the number of words that we configure in the dictionary.

- The 3 Conv networks after the output of the embed network will be put into 3 Con-
volution 1D layers and each of them contains 512 5x1 filters and finally the Batch

Normalization layer and the ReLU activation function.

- The output of the final convolutional layer is fed into a bidirectional LSTM network

containing 512 units (256 units in each direction) to generate encoded features.

In the article, the author proposes a new Attention mechanism for the speech recogni-
tion problem which extends the additive attention mechanism as we mentioned in the
preliminaries chapter. The purpose of the Attention layer is to help the model focus on
not only the features in the previous steps but also the features at the current position.
The Local Sensitive Attention mechanism proved to be very effective in distinguish-
ing between phonemes with similar pronunciations such as /kcl/ and /k/ in English.
This will help a lot in clearly distinguishing the tones with additional tones in Viet-
namese. We can see this clearly when we compare the voices generated by GlowTTS

in our demo.

The purpose of the decoder network is to generate a mel-spectrogram from the output
of the previous step. We first consider the pre-net with two fully connected layers of
256 units and the ReLU activation function. The output of the pre-net is concatenated
with the output of the attention network and passed through two layers of LSTM with
1024 units. Finally, to predict the mel-spectrogram, the output vector is passed through

5 convolution layers called post-net.
GlowTTS for Vietnamese

The GlowTTS model consists of three main parts: encoder, decoder and duration pre-

dictor.
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The GlowTTS encoder 1s the same as the encoder structure of Transformer TTS, how-
ever in the self attention section, the GlowTTS model will replace the positional en-
coding with relative position representations. A residual connection is also added to
the pre-net encoder. A linear projection layer at the end of the encoder to estimate
the statistics of the prior distribution. When comparing the encoder of GlowTTS and
TransformerTTS with the encoder of Tacotron2, the bi-directional RNN was replaced
with Transformer encoder. The advantages of attention in transformers over seq-to-
seq networks have been shown in the preliminaries chapter. Multi-head attention will
include the attention generated from the initial input, in order to help the model learn
many different aspects of the data randomly, this helps to increase the number of fea-
tures and improve the training time. In addition, the frames of the melspectrogram will
have long-time dependency information, from which context-dependent features will

be learned more efficiently.

Obviously, unlike Tacotron2, GlowTTS allows parallel computations, thereby im-
proving training time. The duration predictor consists of convolutional layers, like
other CNN models, the predictor also uses the activation function ReLU and normal-
ization layers. The architecture of predictor GlowTTS is exactly the same as the one
of FastSpeech. Therefore, the loss function of the GlowTTS model is equal to the sum
of the maximum likelihood estimation loss on the frames of the mel-spectrogram and
the duration loss which is an MSE loss between Predicted and extracted duration from

the training audio.

The most important part of GlowTTS is the flow-based decoder. At the training step,
the mel-spectrograms are transformed into the latent representation, then these inputs
will be used for maximum likelihood estimation and internal alignment search. The
decoder will include main layers like the invertible 1x1 convolution layer, activation

normalization layer, and affine coupling layer.

Because the Monotonic Alignment Search algorithm cannot run in parallel on the
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Figure 4.11: Duration Predictor of Fastspeech and GlowTTS.

GPU, so during the experiment, we found that if we set the batch size too large, it
slows down the training process due to the delay from the CPU executions. During

inference, we do not need MAS as the duration predictor will estimate the alignment.

4.4 Vocoder

Vocoder models help to generate voice waveforms from acoustic features or mel-
spectrograms. Besides Griffin-Lim Algorithm, we study on different models such as
Waveglow, Melgan and especially the HifiGAN model that can create fast, quality
voice output. Like other GAN-based models, HifiGAN consists of a generator and

discriminators that are trained adversarially.

- The generator is a fully convolutional neural network. Mel-spectrogram will be up-
sampled through transposed convolutions until matches the temporal resolution of raw
waveforms. Next are the multi-receptive field fusion (MRF) modules to observe pat-
terns of various lengths in parallel. MRF consists of multiple residual blocks, each

using different kernel sizes and dilations. Each phoneme can correspond to 2000 sam-
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ples in the speech waveform, so the convolutional layers must be capable of long-range

memorization.
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Figure 4.12: Generator Architecture of HifiGAN [11].

- Discriminator of HifiGAN includes 2 sub-modules, Multi-Period Discriminator to
handle portions of periodic signals of input audio and Multi-Scale Discriminator to
capture consecutive patterns and long-term dependencies. The MPD will consist of
several sub-discriminators, each of which is a stack of stridden convolutional layers
with leaky rectified linear unit, tasked with looking at different parts of input audio.
Unlike MPD which learns on disjoint samples, MSD works on smoothed waveforms
using average pooling. Both discriminators are responsible for determining whether
the input waveform is real or fake. Hifigan uses 3 types of loss functions for training:
GAN loss, Mel-Spectrogram Loss, Feature Matching Loss to improve stability and

quality of the output voice.

4.5 Voice Cloning System

After evaluating different methods in each module, we selected the best neural net-
work models and proposals of each module, forming a pipeline based on the voice
cloning framework that is based on voice conversion as described in the introduction

chapter.
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For the speech synthesizer, we choose Tacotron2 model along with vinorm normalizer
and phoneme conversion library - viphoneme. Although the voice generated by the
autoregressive Tacotron2 model has a natural quality and is more like a human voice,
the inference time is quite long when compared to glowTTS. To optimize the runtime
and not depend on the deep learning framework, the Tacotron2 model is converted to
ONNX, an Open Neural Network Exchange that establishes standards for representing
machine learning algorithms. With this format, we can easily convert the model to
TFlite which supports running artificial intelligence models on web platforms and

mobile devices.

For the speaker encoder module, we use the trained speaker vector extractor to adapt
on the Vietnamese voice dataset. Compared with using the checkpoint pretrained of
the speaker verification model used for English, after the adaptation process, the char-
acteristics of the speakers in the training domain as well as the Vietnamese speakers
are more clearly distinguished, especially the characteristics of gender and pitch of

the speaker.

AutoVC
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Figure 4.13: Voice cloning based on Voice Conversion with AutoVC.

With the vocoder module, we consider choosing between WaveNet and HifiGan mod-
els. Although HifiGan’s inference time is very fast and can be applied to real-time

running because it is non-autoregressive, the quality of the generated waveform can-
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not be better than that of WaveNet. Furthermore, if we look at the pipeline of the
voice cloning framework, the vocoder is placed after the voice conversion module,
the mel-spectrogram generated by the voice conversion model has been transformed
a lot compared to the mel-spectrogram generated by the synthesizer, the quality of the
input for vocoder will no longer be preserved, we need a stable and efficient vocoder
model, so WaveNet model is chosen for quality cloning speech, HifiGan is suitable

for speech synthesis and real-time demos.
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Figure 4.14: Voice cloning based on Voice Conversion with DeepSpeechVC.

The most important module for the voice cloning framework is the voice conversion,
which plays the role of converting the input voice based on the speaker information
taken from the speaker encoder. We have proposed a new voice conversion model
based on deepspeech2, which is used in ASR problems, to improve the limitations of
AutoVC. We attached two VC models including our solution and the AutoVC model

to the voice cloning framework, and then we evaluated the entire system.
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CHAPTER 5

EXPERIMENTS AND RESULTS

To be able to compare and evaluate the quality of the solutions that we
have proposed in chapters 4 and 5, we select suitable datasets for each
problem, perform training and fine tuning for the models. Then we use the
appropriate metrics, give analysis and evaluation, trade-off considerations

to choose the best model to build an end to end framework.

Voice Conversion

oo - T (=
Speaker
—MQ

Figure 5.1: An overview of voice cloning framework based on speech synthesis and

voice conversion.

5.1 Dataset

Each module of voice cloning will have different requirements on the dataset, such
as the requirement for the number of speakers, the quality of the audio, and whether
the language is Vietnamese or English. Before putting data into training, we need to
perform preprocessing to reduce complexity and ambiguity, so that we can help the

model learn effectively and improve the training process.
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5.1.1 Resource

The studies of this thesis include many different artificial neural model modules, so

many different datasets have been used for each specific problem.

For the speaker encoder module, we use multi-speaker data that was published in the
ZaloAl challenge. The dataset includes 400 speakers with an average of 26 audios per
speaker, which we use to train and test the speaker verification model for Vietnamese.
In addition, we also use ASR data VinBigdata including 100h of data, we use this
dataset to try the method of clustering speakers, serving the training voice conversion

process.

Speech synthesizer and vocoder modules require quality data to synthesize human-
like voices, we use two datasets with single speakers from VinAl and the dataset is
provided by InfoRe Jsc, which is also the Big Corpus set in International Workshop on
Vietnamese Language and Speech Processing(VLSP) 2019 [17]. The dataset included
about 22 hours with 13,462 utterances of north-accent female Vietnamese. Because
the data set contains lots of noisy audio, we filtered out and removed more than 2000
samples, many of the samples that the reader stopped in the wrong place also affect

the training process.

For the voice conversion problem, because we have proposed a new speech2speech
solution, to re-evaluate the quality of our solution compared to VC models, in the
world, we experiment on VCTK, an English multispeaker dataset. More specifically,
we use Device Recorded VCTK, a small subset extracted from the VCTK dataset.
This small subset contains 30 speakers and is used to train the voice conversion model

based on deepspeech2.

After evaluating the model in English, we adapted the language then training AutoVC
and DeepSpeechVC Voice Conversion Module to Vietnamese using AILAB’s cur-
rent high-quality, multi-speaker dataset, the VIVOS dataset [70]. VIVOS contains 65
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speakers and almost 16 hours.

Table 5.1: List of datasets and the modules in which they are used for training and

testing.
Dataset Module
ZaloAl Training for Speaker Encoder module
VinBigData ASR 100h Experiment for Speaker Encoder module
VLSP2019 TTS Training for Speech Synthesis module
VinAI TTS Training for Speech Synthesis module
Training AutoVC and DeepSpeechVC modules
VIVOS-AILAB Testing for Speaker Encoder module
VCTK Training for DeepSpeechVC in English

5.1.2 Audio Pre-processing

Since the collected audio data is not completely accurate, we need to proceed to filter
out the non-standard audio. The process of normalizing training data and evaluation

criteria will be presented in turn according to the following steps:
Transcript and audio must match

We use a 3rd party Speech2Text like Google and run through all the audio files and
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generate the transcript. If the generated and given transcripts differ by more than a

threshold, the sentence should be discarded.
Reading speed and standard deviation

Normally, a good reading voice will keep a stable reading rate. That will be measured
by the standard deviation of the time it takes to read the syllable or word. Speaker rate
can be measured in syllables/seconds. We will calculate the time of each syllable/sec-
onds. If it is greater than a threshold, it should be prompted to remove. It is possible
to calculate the average speed for sentences, with sentences with a slow rate below a

certain threshold also consider removing.
The standard deviation of FO

With the voices for Speech Synthesis, there is no need to press too hard, it will create
outliers during training. It can also be caused by the inaccuracy of the extract tool FO.
So after extracting F0, calculate the standard deviation FO of each sentence, then plot
the whole dataset and check if any sentences have abnormally high Std(F0). If so, it

should be removed from the dataset.
Speaker fluency

Usually if in a sentence, the fluent reader will not stop in the middle of the sentence.
Readers who do not read a sentence first will easily be interrupted in the middle of
the sentence because of the surprise about the content of the sentence. To assess the
fluency of the reader we will rely on the ratio: The maximum silence in the middle
of sentences (excluding beginning and end) divided by the average length of reading
time of syllable. If this ratio is high, it means that the user is resting too much in the

sentence.

To be able to generate speech as closely as possible to human voices and match
Vocoder’s input, we reduce the sampling rate of each input audios data from 44100

Hz to 22050 Hz by using FFmpeg library to ensure the audio sample rate changes but
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Figure 5.2: Silent trimming for training set.

keeps the speech rate unchanged.

We remove silence at the start and the end, then adding one second silence to the end
of each audio in order to help the model recognize the end of the sentence better. We
trim both sides of audios which have silent < 20dB. The cut length of each audio is

shown in the figure 5.2.

Audios that are too short often cause a difference in padding length, reducing the
efficiency of the training process. We choose 2% of the audios that are too short in the
training set, then merge them to form a longer audio, the text of the two corresponding
audios is also combined by commas. We’ve made statistics that audios longer than

3.21 seconds will be preserved as shown in the figure 5.5.

5.2 Evaluation results

The detailed evaluation results of the models are clearly listed in this section. At the

same time we also analyze the pros and cons of the models.
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Figure 5.3: Histogram of the duration of audio in training set.

5.2.1 Voice Conversion

In AutoVC approach, we train the autove on vivos dataset with the batch size of 2 and
the learning rate of 0.0001. The training time is 48 hours and the model takes about 31
hours to converge. However, we also must fine-tune the bottleneck value two times,
from 16 to 32, to get the best results possible, therefore, increasing the total training

time to 96 hours.

In DeepSpeech2-based voice conversion approach, for Vietnamese voice conversion,
we use the Vivos dataset to train both the encoder module and the decoder module,
while for the English voice conversion, we only use the VCTK dataset to train the
decoder module. The training on the encoder module took 48 hours to finish while
the training on the decoder module only took 12 hours to converge, make the total

training time 60 hours.

Since VIVOS dataset does not provide parallel audio samples, in Vietnamese voice

conversion, we will evaluate this module as a part of the total system. The figure 5.3
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1s our evaluation on the VCTK dataset and using the MCD metric:

Table 5.2: Compare MCD result between AutoVC and DeepSpeech-based voice con-

version on VCTK dataset.

AutoVC DeepSpeech2-based VC
MCD 16.387 14.755
Training time (hours) 96 60
Number of parameters 28M 111M
Average Runtime 0.056s 0.021s

The evaluation shows that the DeepSpeech-based Voice Conversion model performs
better than AutoVC model in both quality and training time. When comparing the

two models with each other and the evaluation results, we can see that the biggest

difference between the proposed model and AutoVC is the Content Encoder.

DeepSpeech-based Voice Conversion solves the bottleneck problem as mentioned in
the thesis, we no longer spend too much time tuning. This helps the training process
become easier since we only need to train the DeepSpeech2 module and the Decoder
module one time. With the AutoVC, we may need to train the model many times to

find the suitable bottleneck with the best result. With our solution, Content Encoder,

Speaker Encoder, and Decoder can be trained independently.

Finally and most importantly, DeepSpeech?2 is able to generate the result mel-spectrogram
better than the AutoVC model because it is able to extract the content better than the
AutoVC encoder module since it is the ARS model, which generates the content fea-
ture exactly (frames of the phoneme probability). For AutoVC, it must control the

features generated by the content encoder by a loss function with reconstructed mel-
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Figure 5.4: Clustering for D-Vector of Speakers with PCA algorithmn.

spectrogram. The backpropagation process takes place in parallel with the training of

both encoder and decoder.

5.2.2 Speaker Encoder

We trained the model on the training dataset provided by ZaloAl. We evaluate the

result by using two metrics, accuracy and EER, on the test set of VIVOS dataset.

The ZaloAl dataset contains a total of 400 speakers with average of 26 audios per

speaker.

- In the accuracy evaluation approach, we generate 1000 pairs of speaker speech, then
into each pair, we use our method to generate the d-vector of each audio and calculate
the cousin similarity between them, if the cousin similarity is bigger than the threshold
(default is 0.5) then the result according the method is that two speech belong to the
same speaker, otherwise they do not belong to the same speaker. Compare that to the

actual result (ground truth) and then average all the results, we gain an accuracy of
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89.8%, which is pretty impressive.

- With the Equal Error Rate measure, we evaluate the model ten times by inference
the validation set over 10 epochs, then take the average EER result. The evaluation
result on the English dataset VCTK is 0.0355. For Vietnamese, after the process of
adapting to Vietnamese on the ZaloAl Challenge set, we conducted an evaluation on
the VIVOS validation set, the EER result was 0.0747. In other words, the model can
give an accurate result of 92.53%, from which the speakers will have more easily

distinguishable features.

VCTK ZaloAl

0.0355 0.0747

Figure 5.5: Compare EER result between Speaker Encoder trained on VCTK dataset
(English) and ZaloAlI dataset (Vietnamese).

We also evaluate the results on the VinBigData dataset. As we mentioned above, this
dataset contains a total of 100 hours of speech, each sample has no label to indicate
the speaker. We use our method as a speaker encoder model to extract the d-vector
feature from each sample. Then we cluster these d-vector features using a k-means
clustering algorithm with many different k values. Figure 5.4 shows our clustering

result, reducing to the two most important dimensions using PCA algorithms.

The overall quality of the dataset is average, but good enough for training our model.
This speaker verification model is essential to extract speaker characteristic feature

from audio and allow zero-shot voice cloning.

5.2.3 Speech Synthesis

Vinorm
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We provide a python package on Ubuntu 18.04 that can be installed at the Python
Package Index called ViNorm.

From the data collected, we extracted 100 tricky need-normalized cases! to use as
the baseline for improvement, 500 random cases in practical contexts for testing our
proposal. These test cases do not include normal sentences, foreign words and proper

nouns. With the 500 test cases, we improved the frontend of VOS from 60% to 97%.

Method Accuracy
Front-end VOS 2.0 60%
Updated Front-end VOS 97%

Tacotron2

For the Tacotron2 model, we train the model with two Nvidia Tesla V100 and use a
batch size of 32, with a learning rate is 10~°. We run the model with 200 epochs and it

converges after the 82000

iteration. The total amount of training is about 120 hours,
approximately 5 days. Some audio parameters for training models such as filter length

are 1024, hop length is 256, window length is 1024, the number of mel channels is 80.
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Figure 5.6: Melspectrogram and Alignment Generated by Tacotron2.

Figure 5.6 is the output generated during the inference process. The first two im-

ages are the mel-spectrogram generated by the model and the one generated by the

'https://github.com/NoahDrisort/NICS_Appendix
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speaker’s voice, respectively.

To evaluate the Tacotron2 model when applied to Vietnamese, without being depen-
dent on the WaveGlow vocoder, ground truth audios for testing are converted into mel-
spectrograms and then converted these mel-spectrograms back to audios by using pre-
trained WaveGlow as shown in 5.7. This processed ground truth is called Groundtruth
(Mel + WaveGlow), they will be compared with voices synthesized and standardized

by our model.

Model MOS
Tacotron2 (WaveGlow) 3.97
Groundtruth (Mel + WaveGlow) 4.43

To evaluate the result, we choose the MOS (mean opinion score) scoring system on the
test set to check the quality of audios[71]. Each person who joins the survey listens to
40 audios, which include 20 audios generated from Tacotron2 and 20 corresponding
ground truth audio generate from the process. They were asked to grade from 5 to
1, based on how natural and smooth those speeches compare to real human speeches.
The final score of each audio type will be equal to the total score divides by the number
of survey participants. Below is the MOS result gain from the survey of at least 20

people.

Q —> (iirifiior — Librosa
i Ground pretrained
Vietnamese Text truth audio Wave- (WaveGlow)

J Glow \
Tacotron2 WW
Tacotron2

audio
(WaveGlow)

e

truth audio

Figure 5.7: Ground truth (WaveGlow) generating process.
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GlowTTS

We trained the glowTTS model with RTX 2080 and the model converged after about
3 days with 1200 epoch. The loss function of the training process is illustrated in the
figure 5.8, We can see that the model is overfitting when looking at the total loss,
however, the total loss is affected by the duration loss because the duration predictor
model converges early because it’s pretty simple. Therefore we only need to care about

the mel-spectrogram loss.
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Figure 5.8: Training Loss of GlowTTS for Vietnamese.

In addition, we also tested on other mel-generator models such as Fastspeech2, Mel-
Gan. We have trained these models on Vietnamese dataset. The fastspeech2 model is
trained with 200k steps, using many different loss functions such as F0 loss, duration
loss, energy loss. Since it is a non-autoregressive model, fastspeech2 needs to depend
on the training results and the quality of Tacotron2, however, the inference time will

be improved compared to Tacotron2.

We evaluate with objective metrics including RMSE, MCD and also compare the in-
ference time of each model. The time to generate the mel-spectrogram is averaged
over 100 samples, which does not include time for initializing and writing audio. The

inference process is performed on the Tesla V100 GPU.

The results of the evaluation of the mel-generator models are shown in the table 5.9.

We can see that the voice audio quality produced by the Tacotron2 model is better
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than the rest, with the lowest RMSE and MCD. However, GlowTTS’s inference time
is the fastest as it takes less than two seconds to generate the mel-spectrogram. The
reason is that the Tacotron2 model is an autoregressive model, so the quality is better
than GlowTTS, but the inference time of GlowTTS will be faster because it is a non-

autoregressive model.

Mel-Generator RMSE MCD Runtime
FastSpeech?2 4.816 11.742 2.1117s
GlowTTS 4.098 12.467 1.824s
Tacotron2 2,883 11,634 2.365s

Figure 5.9: Evaluation on Synthesizers for Vietnamese.

5.2.4 Vocoder

The WaveGlow model’s English pretrained is available from NVIDIA. This model
was trained on a studio-quality single female speaker dataset with about 20 hours of
speech. They trained the model for 1.5M iterations, it takes about 1 day to train 30k
iterations, so we need about 50 days to train this vocoder. To train this vocoder model,
we need the input mel-spectrogram and the output waveform to be generated accord-
ingly, so the model is text-independent. Due to time constraints and GPU resources,
we use English pretrained, then train for Vietnamese data instead of training from

scratch. It took about 78k iterations to train the Vietnamese data.

To evaluate and compare between different vocoders, we use the Tacotron2 model

to generate the mel-spectrogram, the vocoders will use this mel-spectrogram to gen-
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erate the voice waveform. The generated waveform is converted back to the mel-

spectrogram for evaluation by the MCD measure.

From the comparison table between vocoder models 5.10, we can see that HifiGAN
excels in both inference time and voice quality in MCD measure. The results are cal-

culated and averaged on a test set of 100 samples.

Ground MelGan Hifi-Gan WaveGlow Griffin-Lim
RunTime 0 0.882s 0.068 s 0.332s 10.71s
MCD 0 12.136 11,634 25.229 22.003
RMSE 0 3.439 2,883 3.005 1.228

Figure 5.10: Evaluation on Vocoders for Vietnamese.

5.2.5 Voice Cloning Framework

After creating a framework that combines voice conversion with supporting modules
such as speaker encoder, synthesizer and vocoder, we performed an inference process
to evaluate the two voice cloning systems. The first one has a voice conversion part
which is AutoVC trained in Vietnamese, the second one is a voice cloning system with

a voice conversion part which is our proposed model.

We choose a Vietnamese multi-speaker dataset of AILAB, VIVOS, with clear and
quality voices. We choose the objective measure, mel cepstral distortion, to compare

the cloned voice with the real voice.

For each voice cloning system, we conduct an evaluation on a training set with known
in-domain speakers, and a test set with unknown speakers. For the training set, we
selected 46 pair-samples from 46 speakers, similar to the testing set, we selected 19

pair-samples corresponding to 19 speakers.
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Figure 5.11: Evaluation Process for Voice Cloning framework.

- Each pair-sample mentioned above is used for one voice cloning turn. A pair-sample

consists of 2 audios of the same speaker U2, that is (Z1 - U2) and (Z2 - U2)

- The first audio sample (Z1 - U2) is used as the ground truth, which the voice cloning

framework needs to generate.

- The second audio sample (Z2 - U2) is used as an audio reference. The speaker en-
coder module is responsible for extracting information from this audio to create S2

features.

- The speak synthesis model will generate audio (Z1 - U1) called origin audio, con-

taining the content that the cloned voice needs to say.

- The Voice Conversion module will extract the content feature C1 from the origin
audio (Z1 - Ul), from the two features S2 and C1 obtained, the decoder part of the

voice conversion model will generate a mel-spectrogram for the new voice.

- Vocoder will synthesize and convert cloning mel-spectrogram into waveform form

cloning voice (Z1 - U2)

- We compare this cloned voice with the first audio ground truth of the pair-sample

mentioned above. Measure the distance of two audio using MCD.

This process is repeated for each pair-sample of each speaker. The average MCD re-

sults of two voice cloning systems based on speech synthesis and voice conversion,
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AutoVC and DeepSpeechVC are shown in the table below.

Table 5.3: Compare MCD result between AutoVC-based VC System and Deep-
SpeechVC System on VCTK dataset.

AutoVC system DeepSpeechVC system

MCD 13.675 11.900

The speech synthesizer, vocoder and speaker encoder modules are all preferred to
use models that produce good quality instead of optimizing runtime. Our proposed
Voice Conversion method performs better than the current AutoVC method by using
DeepSpeech? as a content encoder, resulting in improved overall results of the Voice

Cloning framework.
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CHAPTER 6

CONCLUSION

In this chapter, we highlight the work involved in building a voice cloning
based on speech synthesis and voice conversion. Then we summarize what
knowledge we have research, experiments, evaluation results on models
and solutions that we propose. Ethical issues of science and potential fu-

ture research problems are also discussed.

6.1 Results

In this thesis, we have researched and proposed solutions to build a pipeline framework
for Vietnamese voice cloning problem based on speech synthesis and voice conver-
sion. We break down the pipeline into small problem modules, conduct experiments

on state-of-the-art models, suggest improvements and applications for Vietnamese.

Our main contribution can be mentioned as one of the first studies on Voice Cloning for
Vietnamese which has the ability to synthesize speech with only an input audio sample.
We have proposed a new Voice Conversion model based on AutoVC and ARS model
- DeepSpeechVC, then conducted an evaluation to compare with international models
in English. At the same time, for the Speech Synthesis module, we experimented on
SOTA models of the E2E Speech Synthesis problem for Vietnamese, the models have
been compressed to be able to run on Android devices without internet and GPU, the
output has a natural and fluent voice, quite similar to the real voice used for training
with a MOS score of 3.97. We have provided a set of libraries for text normalization -
Text Normalization on cross-platform (C++, Python, Android NDK) and a Grapheme
to IPA conversion library, which helps the speech synthesis process to converge faster
when performing Vietnamese phonetics as well as handle cross-language cases. These
libraries have direct practical applications in industry, solving the most ambiguous

problems encountered in real life.
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The objectives stated at the beginning of the thesis have been implemented and achieved
good results when the proposed models have higher results than the baseline model.
A part of this thesis has been selected and further developed into scientific articles.
Several potential studies are being evaluated and compared in more detail. We also
provide a demo website including a TTS real-time demo along with samples of syn-

thesized voices based on Voice Cloning.

6.2 Ethic

Al Technology is growing rapidly, which has also raised many concerns about the
danger of the development itself. In the past, there were also many synthesized voice
systems doing voice cloning, but the most notable here is the “one-minute” number,
collecting a person’s voice in a minute is a lot easier than collecting an hour’s data set
audio. This raises important questions if the system can become a tool for bad guys,
can be used for tricking the verified identity of software, and bring more unhappiness
than happiness. Despite that problem, we believe this technology can be used for cre-
ativity and entertainment, and make human life more colorful. We can publicize the
technology so that everyone will soon be aware that such technology exists. In that
way, the damage will be a lesson, we agree with such a solution. In our opinion, this
technology should be public and should be developed more to make it a safe tool for

everyone to use.

6.3 Future works

With the development of deep learning, modern speech models can produce quality,
natural voices like humans, but there are still many challenges when we apply these

technologies in practice.

Training and evaluation of the models were performed with ideal text and audio. The

audio is recorded in studios with quality microphones, when putting speech problems
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1n a noisy environment, using the microphone of phone or computer devices, the qual-

ity will be reduced, even the domain voice is different. completely.

Similarly, for text inputs, the syllables used for training are completely normalized,
including only words that appear in the Vietnamese dictionary, not numbers. However,
for documents that appear on the Internet, there will be many cases of abbreviations,
even newly appearing, the model will not be updated in time. We need a frontend
module to standardize these cases. The methods used so far are to use the rule-based
method used in this thesis to handle each case individually. The rule-based approach
requires ongoing maintenance as the language evolves. There are many methods of
normalizing text input using neural networks such as a sequence to sequence model
[72], or using pre-trained for text representations such as BERT [73] [74], and the most
noticeable approach is the hybrid model, which combines rule-based and attention-

based models [75].

The second problem we need to deal with is that in documents containing many cross
languages, we can use a transliteration dictionary to map words into Vietnamese. An-
other solution is to convert the phonemes of other languages to the phonemes of Viet-
namese, but this makes pronunciation unnatural. Some solutions use Finite-state trans-
ducers (FST) to build a grapheme to phoneme conversion model based on the available
phoneme table [76]. And the approach for the future when we have enough data and
resources, we can train a multilingual speech synthesis model which needs a multi-
lingual dataset, quality and a general phonemic input representation for all languages

[77].

One of the common challenges of artificial intelligence models is getting applications
to run in real-time and beyond, on devices. In this thesis, we have compressed the
speech synthesis model to be able to run in real-time on devices by using distillation,
pruning and quantization methods, but the trade-off is that the quality of the model

will be reduced, the voice will be unnatural.
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As mentioned throughout this thesis, the voice cloning problem will be a trend and
a step forward in further research in the field of speech processing because of its ap-
plications. We can create voice avatars with just an audio sample, we can even clone
cross-lingual, speak any language with our own voice. In the next studies, we will col-
lect more data, aiming to build a multi-speaker speech synthesis model from which
we can perform voice cloning better than the voice conversion method used in this

thesis.
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APPENDIX



APPENDIX A

TEXT NORMALIZATION

A.1 Rules with Regular Expression

By using the Regular Expression to catch patterns that need normalization, which
appears frequently in the language, containing numbers and characters, then replaced
by syllables found in the dictionary. The output of this step is the paragraph without

any digital characters.

Compared to the old VOS-frontend system[78], we do not lower the entire input before
processing, thus we can handle cases with different pronunciation for uppercase and
lowercase of the same words, and create a premise for backend processing when the

capitalized words will be emphasized more through speech synthesis step.

We propose a new set of rules that are more systematic and general, scalable for fu-
ture works. Based on the different contextual characteristics, rules are divided into
four main categories to handle cases that need standardization, including Special case,
Timedate, Address and Mathematical. The patterns in each rule set will be proceeded
one by one, browse through the entire text to match text need normalization, then

return the corresponding normalized string

Special cases rules capture cases that are out of context, with specific formats, includ-

ing Phone number, Football, Website, Email, etc.

For phone numbers, the identifying feature is a sequence of numbers starting with 0 or
a plus sign, the number of digits from 10 to 14 digits. Phone numbers in each country
will have a different way of writing, and in fact, there will be different formats, so the
three types of phone number rules are listed, the pattern for capturing hotline num-
bers is also included. Website patterns have identifiable characteristics with a prefix
is http(s), www, ftp or suffix is popular domains. Common email pattern is used for

matching then spell each letter and symbol by English letter. Sport patterns include



specific formats such as lineups, scores, hyphen-minus and dot is not spelled.

Time-date are rules for capturing phrases that show date and time elements. With
the time indicating hours, minutes, and seconds, we identify by signals such as "h,
g” or suffixed by AM / PM. These rules need to ensure the validity of time, if time
is invalid, the system keeps them for later processing. If - is followed by captured
regex, it is read as ”dén”. Date patterns have a form such as DD / MM / YYYY or
with the prefix “Ngay, sang, trua, chiéu, tdi, dém, hom, etc”. In addition, the timedate

rules also capture and handle "FROM-TO” pattern cases.

Mathematical patterns capture cases containing normal numbers, floating point Num-

bers, Roman numerals, mathematical expression or unit of measurement.

With normal numbers, we implement a function to convert numbers to letters. How-
ever, the normal number not only consists of successive digits but also has a way of
writing that splitting them into groups of 3 numbers, separated by commas, dot or
space (e.g 12,000,000). This style of writing leads to confusion with floating point
numbers, so to avoid false standardization, these cases will be matched first, then
floating number, and finally normal number. For strings longer than 15 characters,
each digit is converted individually, if the normalized text of number is too large, the
string is be separated by commas to read more fluently. If there is an - +” in front of
the string, it is replaced with ”cdng, “trir””, except in the case where the number stands
at the beginning of a sentence, ”+ -” is treated as a bullet symbol. We categorized
into two types of floating point, dot or comma. Floating point is replaced by ”phay”,
the integer part is read as normal number and discard frontier zero, with a fractional

part, frontier zero is replaced with khong” and the following numbers read as normal

numbers.

Unit of measurement are terms that refer to quantities, percentage or currency, fol-
lowed by numbers, which can be an alphabetic or symbols. Because the system does

not lower the input text, it can correctly standardize for upper and lowercase units
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(e.g Mbps and MBps). Units dictionary distinguishes the upper and lower case. Be-
sides the usual units, the patterns also need to capture ”Unit/Unit” formats, matching
strings are checked in the unit dictionary for readable words, if the matching is not in
this list, we return the origin matching, keep for later processing. When it is sure that
both sides of the slash are units, the ”/” is replaced by ”trén”, this will avoid confusion
in the case of “nam/nt”. Unit of measurement is also captured in FROM-TO pattern,
there are two common types e.g: ’10-20 km/h” and 10 km/h - 20 km/h”, our system

2% 9

make sure not to be confused with cases where 1s read as minus”.

For Roman numerals, to ensure accuracy does not fail in capturing, comparing to the
old VOS, we just consider uppercase [X, I, V] is able to be Roman numerals, [L, C,
D, M] are also Roman characters, but they rarely appear in the text, sometimes even
leading to confusion with acronyms. The Roman numerals also have a FROM-TO
structure, such as "XVI-XXI”, but it is easier to handle and more consistent than the
unit of measurement. The matching is checked for correctness by converting it into a
decimal number, then converting the result back into roman form to compare with the

original matching, then the matching is converted to normalized text.

Address-Code are rules for capturing phrases about addresses, locations, codes and
all phrases containing numbers. Code number pattern match all remain cases with
numbers, the matching sequence will be trim punctuation at both sides and separated
into each alphanumeric substrings (e.g: MH370 is split into MH and 370). For each
substring, if it is a fully capitalized letter sequence, it will be transcribed, if it contains
lowercase letters, the system will keep that letter clusters and add space separate for
each cluster. If the substring is numeric and the length of the continuous number string
is greater than 4, each number will be transcribed, otherwise, it will read the whole
number as a normal number. Cases include special character or symbol will be mapped

with corresponding phonetics, but with ”-” is not spelled.
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A.2 Dictionary Checking

After running through the rules sets, the string just contains letters, space and special
characters. This string will be split into many segments which separated by spaces,
each token containing no space and no special characters before and after the string.
The system runs over each token to validate if it is readable by checking it in Dictio-
nary Vietnamese syllable which includes 7698 syllables. If the token does not exist,
we look it up in the mapping dictionary instead, search and replace it with the corre-

sponding word.

Abbreviations mapping dictionary includes 3 different mapping methods. With acronyms
such as "NSUT, GDDT”, we have to normalize to its original form. The second type is
initialisms, including words like STEM and UNESCO, so we have to transcribe them.
The last type is the acronyms that need to spell each letter such as PNJ, FPT, AFF,
we do not handle it in this step and consider it as unknown to limit misunderstandings

when not sure.

PH bR R,
SE coy
= 9 \E %

CP EV[ D

Figure A.1: Word Cloud for Vietnamese Abbreviation from Statistics on News.
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With dictionary mapping abbreviations, uppercase and lowercase tokens are often re-
ferred to as two separate objects, with different contexts and probabilities, an acronym
can have more than one meaning. Acronyms that appear less frequently are filtered

out to limit misunderstandings

Teen Code - Slang - Lingo mapping dictionary is updated by adding more than 300
slangs like ”H’Hen Nie, Ea H’leo”, added some lingo that does not appear in Popular
Dictionary, words that backend doesn’t support like “Pak Lik, Pleiku”. It also han-
dles inconsistency in writing of the same word, such as ’thuy - thuy” or "tuy - tuy”.

Loanwords like ”oxy, axit” and common misspellings are also updated.

Special Symbols After browsing through the dictionaries, if the token does not belong
to any Mapping Dictionaries, we continue to split the token into smaller substrings
separated by symbols and special characters. The system shows the corresponding
reading for each symbol, non-stop punctuation such as brackets, quotes are removed.
The system continues checking each substring in the mapping dictionaries again, this
process (tokenize strings with space first, if the token is unknown, then tokenize with
the special character) avoids errors when the string is written adjacent to each other.
This way will handle both cases “GD-DT” and “é-kip”, the hyphen in the first case
will be omitted to ’GDDT”, the second case will be replaced with space to ¢ kip”,
and many similar cases with symbolic problems are also solved. If the token is still
not in any mapping dictionary, we treat it as an unknown word, if it is uppercase, spell
each character as an English letter, if it is lowercase and containing vowels, we will
leave the backend to handle by letter to sound, if it does not contain the vowel, spell

each character as Vietnamese letter.

Punctuations: The final step is to standardize the output text, including removing
duplicate white spaces, handling punctuations including removing no voice marks like
“O[1”, and replace all punctuation marks with only comma and dot, which represent

as the sound unit.
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A.3 Vietnamese Syllables Statistics

In order to update the Vietnamese syllables used today, we proceeded to build a News
Corpus with sources of 9 online newspapers, crawled from 7/2018. The Corpus is
divided at the sentence level, consisting of a total of 6,308,173 sentences, the number

of unnormalized sentences is 3,740,507 sentences, accounting for more than 59.29 %.

Table A.1: Number of sentences from popular Vietnamese newspapers

dantri danviet nld thanhnien tto

653545 | 386444 | 103218 | 634974 | 177287

tuoitre | vnexpress | vnn | zingnews

167162 | 157202 | 481566 | 979109

wmm Special Case  :0.2: 21383
Timedate :1.21: 131341
Math :22.67: 2467113

. English : 35.65 : 3880214

EER Teencode 0.01 : 944

W Acronyms Lowercase: 0.01 : 830

W Acronyms Uppercase: 6.31 : 686907
Initialism 1 9.07 : 987432

= Proper :9.17 : 998180

. Other : 15.71: 1709682

Figure A.2: Statistics on Tokens need to be standardized in Vietnamese.
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We continue to word-tokenize every sentence, totaling 10.88 million tokens. The to-
kens will be classified into groups such as Special Case, Time-date, Math and Number,

English, Slang, Teencode, Acronyms, Initialism, Proper Noun, etc.

Table A.2: Statistics on Tokens need to be standardized in Vietnamese

Category Percent Number Category Percent Number
of  sen- of  sen-
tences tences

Special 0.2 21383 Acronyms | 6.31 686907

Uppercase
Timedata 1.21 131341

Teencode | 0.01 944
Math 22.67 2467113

Intialism 9.07 987432
English 35.65 3880214

Proper 9.17 998180
Acronyms | 0.01 830
Lowercase Other 15.71 1709682

Some notable points from the statistics on News Corpus are: special cases only account
for 0.2%, most of the Timedate cases are the publication date of the news, English

accounts for 40 percent, and most of the abbreviations are all in uppercase.
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Mathematic:
normal number

Mathematic:
normal number

Mathematic:
normal number

Mathematic:
normal number
Mathematic:
normal number
+ measure

Mathematic:
Measure

Mathematic:
Measure

Mathematic:
Measure

Mathematic:
Measure

Mathematic:
Measure

Mathematic:
Measure

Mathematic:
Measure

Mathematic:
Measure
Mathematic:
phase
Mathematic:
phase

Mathematic:
Roman Number

Tai co quan bao dién tor Dan tri, sau khi biét tin duwoc
ban doc gilp d& s tién 285.550.000 ddng

Téng doanh sé ban hang ctia toan thj truéng dat 17.067
xe, trong d6 cé 11.625 xe du lich, 4.174 xe thwong mai
va 180 xe chuyén dung

quy dau tw vang Ion thé gici da ban ra lwgng vang lon

v&i 21,75 tn vang, lwgng vang ndm gilr con 802,12 tan.

hau qua sau: 1- Budc ndp lai sb lgi bat hop phap co
dwoc do thwe hién hanh vi vi pham hanh chinh; 2- Budc
thu hdi

gia vang giao ngay tai chau A qua niém yét c6 bién do
gidm nhe xuong mirc 1.313,6 USD/ounce.
chinh phii Han Quéc wéc tinh s& mét khoang 3,2 nghin
ty won dé cung cap khoang 2 triéu KW dién cho Triéu
Tién

gia vang dang dwoc giao dich & mirc 36,95 triéu
déng/lvong (mua vao) - 37,22 trigu déng/lvgng (ban
ra), téng tiép méi chidu 70.000 déng va 170.000
ddng/lwgng so véi phién hém qua.
Ngdn ngang ndi lo dau ndm hoc méi: Phd bién tinh trang
55 hoc sinh/lop
nang gia dat Can Gio 1én gép 5-7 1&n, cao ngat ngudng
trén dwéi 30 triéu déng/m?

s& hivu dong co V8 4.0 lit san sinh cong suét 789 ma
lyc va 800Nm mé-men xoan cye dai.

thu mua 180.000 déng/kg thay vi gan 670.000 ddng/kg
(30 USD/kg)

khong phat hién vé van dé ho hap déi voi Viét, nhung
trai lai em ay chi ndng 48kg va cao 1,60m

6ng Ty dwoc mua véi gia ré béi ca nglr dai dwong hién
nay dao déng 100.000-120.000 déng/kg.
téng san pham quéc gia cia Triéu Tién chi bang 1/45 so
véi Han Quoc
Tim gid trj clia bién x d& A= k (hodc A<k, A>k, A<k
)

N6i chuén bi Dai hdi XlIl khéng phai chi cho dén nam
2026 ma phai c6 tdm nhin chién lwgc dai hon

tai co' quan bao dién tlr dan tri , sau khi biét tin dwoc ban doc
gilip d& s tign hai tram tam muwoi 1dm triéu nam trdm nam
muoi nghin ddng
tdng doanh sb ban hang cla toan thj dat mwdi bay nghin
khong tram sau mwoi bay xe , trong dé ¢ mwoi mot nghin
sau trdm hai muoi Iam xe du lich , bdn nghin mét trdm bay
muoi tw xe thwong mai va mét trdm tdm mwoi xe chuyén
dung
quy dau tw vang 1én thé gidi da ban ra lwgng vang Ion Vi hai
muwoi mét phdy bay muoi Idm tan vang lwong vang nam gitr
con tam tram linh hai phay muoi hai tan .

hau qua sau . mdt budc nop lai sb lgi bat hop phap cé dugc
do thye hién hanh vi vi pham hanh chinh , hai budc thu hoi
gia vang giao ngay tai chau & qua niém yét c6 bién do giam
nhe xuéng mirc mét nghin ba trdm muoi ba phay sau diu ét di
mot ao .
chinh pha han quéc wéc tinh s& mét khoang ba phay hai
nghin ty quan d& cung c4p khoang hai triéu ki 16 quat dién cho
tridu tién
gia vang dang dugc giao dich & mirc ba mwoi sau phay chin
muoi lam triéu dong lwong mua vao ba mwoi bay phay hai
muoi hai triéu ddng , lwong ban ra, ting tiép mi chiéu bay
muoi nghin déng va mét tram bay muoi nghin déng , lwgng
so v&i phién hém qua .
ngdn ngang néi lo dau nam hoc méi . phd bién tinh trang nam
muoi lam hoc sinh , 16p
nang gia dat can gio’ 1én gap nam bay Ian , cao ngét ngudng
trén dwéi ba muoi trigu dong , mo
s& hiru dong co vé tam bén . khdng lit san sinh cong suét bay
tram tdm muoi chin ma Iy va tam tram na né mét mé men
xoan cyc dai .
thu mua mot trdm tam muoi nghin ddng mét ki 16 gam thay vi
gan sau tram bay muwoi nghin ddng mét ki 16 gam ba muwoi diu
étdi, kilé6 gam
khong phat hién vé van dé ho hap d6i voi viét, nhung trai lai
em &y chi néng bdn muoi tam ki 16 gam va cao mét phay sau
muoi mét
6ng tw dwoc mua véi gia ré béi ca nglr dai dwong hién nay
dao dong mot tram nghin mét tram hai mwoi nghin déng trén
ki 16 gam .
téng san pham quéc gia ciia triéu tién chi bang mét , bén
muoi lam so véi han quoc
tim gid tri ca bién x d& a lon hon hogc bang k hodc a nho
hon hoéc bang k , a I&n hon k , a nhd hon k
néi chudn bj dai hdi mudi ba khong phai chi cho dén nam hai
nghin khdng tram hai mwoi sdu ma phai cé tdm nhin chién
lwgc dai hon



Pia éc Alibaba rao ban 3 khu dét 1a dw an Alibaba

Mathematic: Central Park, Alibaba Central Park Il, Alibaba Central
Roman Number Park Ill.

Mathematic:  Dai hoi 1an they XIII ctia Dang co thé coi la Dai hoi ban 1&
Roman Number mang tam chién lugc clia nira dau thé ky XXI

Mathematic: trwdre ky hop thiv 6, Québc hgi khoa XIV, cong nhan lao
Roman Number dong gang thép Thai Nguyén da gl tam thw
Mathematic: | Chua C&u mang céc déc trung kién trac c6 cta Hoi An
Roman Number thé ky XVIII-XIX.
Chiéu 3/10, mot nghi pham trong vu nha bao mét tich da

thiét mang trong moét tai nan 6t6
Ngay 24/9, Viét ciing v&i ngudi nha vao TP.HCM dé
kham strc khde.

ngay 25.10.2017, rat nhiéu cw dan mang da vao tai
khoan ca nhan clia Trwong Hao Liém dé té giac
Venezuela dé théng qua bau ctr (5/2018) dé lwa chon
chinh pht nay, né la hop hien
sau khi bdo cao doanh thu dwoi wéc tinh cla gidi phan
tich trong quy 1/2019.

giai doan 2021 - 2026, thj trwdng hinh thanh mét mic
gia do lam cho tinh thanh khoan bj té liét

trwéc hét la nhivng 16 héng trong quy ché thi, ngén chan

kip th&i gian 1an trong thi clr cia nam hoc 2019 - 2020.

Sau dém 26-2, qua tim méi da dap ron rang trong 1éng
ngwc ngwoi cong nhan ngheo.

Dy bao dot nang nong va thoi tiét oi birc & cac tinh
mién Béc sé& giam dan tir 15-8 khi nhiét d6 giam xudng
con 34 do.
danh cho nhi*ng hoc sinh dang ky tham dw ngay
11&12/03.

Hon 10h trwa, Lan v&i ban trai méi vé dén nha.
Khu trang trai rong 5.000 mét c6 hé théng camera hoat
dong 24/24h.

dam chay dwoc phat hién vao khoang 7h36 tai kho hang
hoa cho thué thudc Céng ty C6 phan

Tt 9h - 11h45 (thir 2 - thir 7), ban sé nhan hosting sau
khoang 20-40 phat tir khi giri yéu ciu nhan host
Thoi gian mé clra: 9:30am - 8:00pm tAt ca cac ngay
trong tuan
Tai diém tap két rac trén dwong Tam Binh (KP.2, P.Tam
Pha, Q.Thu Birc), cling khéng con canh un &, rac tran

bén 1& dwong trudc do da dwoc hdt gon, vé sinh khu
vie dwoc lam sach sé.

dia 6c alibaba rao ban ba khu dat 1a dw an alibaba central
park , alibaba central park hai , alibaba central park ba .
dai hoi 1an thtr muoi ba clia dang cé thé coi la dai hoi ban 18
mang tam chién lvgc clia nira dau thé ky hai mwoi mét
trwére ky hop thir sau , qudc hoi khda muoi bén c6ng nhan
lao dong gang thép thai nguyén da gt tam thw
chlia cAu mang cac dic trung kién tric b cda hi an thé ky
muoi tdm muwoi chin .
chiéu ba thang muoi , mét nghi pham trong vu nha bao méat
tich da thiét mang trong mét tai nan 6to
ngay hai muoi tw thang chin , viét cing véi ngudi nha vao
thanh phé hd chi mlnh dé kham strc khoe .
ngay hai muoi lam thang mwoi nam hai nghin khong tram
muoi bay , rat nhidu cw dan mang da vao tai khoan ca nhan
clia trvong hao liém dé tb giac
venezuela da thong qua bau clr ndm , hai nghin khéng tram
mudi tdm dé lya chon chinh phli nay , né 1a hop hién
sau khi bao cao doanh thu dwi wéc tinh clia gidi phan tich
trong quy mét , hai nghin khéng trdm muwoi chin .

giai doan hai nghin khong trém hai muoi mét hai nghin khéng
tram hai mwoi sau , thj treong hinh thanh mét mire gia ao lam

cho tinh thanh khoan bij té liét

trwdrc hét 1a nhitng 16 hdng trong quy ché thi , ngan chén kip

thi gian lan trong thi clr ciia ndm hoc hai nghin khong tram
muoi chin hai nghin khéng tram hai muoi .
sau dém hai mwoi sau thang hai , qua tim moi da dap ron
rang trong 1éng ngwc ngudi cong nhan nghéo .

du béo dot néing néng va thoi tiét oi birc & cac tinh mién béc
sé& giam dan tr mwoi 1am tam khi nhiét d6 giam xuong con ba

muoi tw do .

danh cho nhitng hoc sinh dang ky tham dw ngay mwoi mét va

muoi hai xuyét khong ba .
hon muoi gior trwva , lan v6i ban trai méi vé dén nha .
khu trang trai rong nam nghin mét c6 hé théng camera hoat
dong hai muoi tw , hai muoi tw gio .
dam chay dwoc phat hién vao khoang bay glo ba mwoi sau
tai kho hang cho thué thudc cong ty c6 phan

tir chin gier dén mwoi mot gier bdn muwoi 1am the hai thir bay ,
ban sé& nhan hosting sau khoang hai muoi bén muwoi phut tiy

khi gli yéu cau nhan host

thoi gian mé cla . chin gié ba mwoi &y em dén tam gi’ bi em

tat ca cac ngay trong tudn
tai diém tap két rac trén dwong tam binh khu phé hai ,

phwong tam pha , quan thi dire , cling khéng con canh Un @&,
rac tran bén & duong trwdc d6 da dwoc hét gon , vé sinh khu

vire dwoc lam sach sé .



Em Triéu 1& hoc sinh 1ép Trudng tiéu hoc Hung Dinh, P.
Huwng Binh, TX.Thuan An

em triéu |a hoc sinh 6p trudng tiéu hoc hwng dinh , phwéng
hwng dinh , thi xa thuan an
c6ng an huyén bén cau , tay ninh da ban giao nghi can I&
ngoc hai hai mwoi hai tudi , ngu phwéng hai , quan tam ,
thanh phé hd chi minh cho céng an huyén binh chanh thanh
phé hd chi minh
16 bé mét , dwdng xé hai, phwdng thanh my loi , khu cong
nghiép cat lai , quéan hai , thanh pho ho chi minh .
anh cling con gai dén quan ca phé cua gia dinh trén duong
dé muwoi ba, quan tan phi dé choi .
nam 16 x& hai , duwdng n& mwdi bay , mudi tam , khu cong
nghiép séng than hai , thj xa di an , binh dwong

Cbdng an H.Bén Cau, Tay Ninh d4 ban giao nghi can Lé
Ngoc Hai 22 tudi, ngu P.2, Q.8, TP.HCM cho Céng an H.
Binh Chanh TP.HCM

L6 B1, dwéng C2, phwdng Thanh My Loi, Khu cong
nghiép Cat Lai, quan 2, thanh pho H6 Chi Minh.

anh cling con gai dén quan ca phé cua gia dinh trén
dwong D13, quan Tan Phu dé choi.

nam L6 C2, dweng N17-18, KCN Séng Than 2, thj xa DT
An, Binh Dwong

Hoc sinh khéi 12 hoc trén tang 5 nhung vi 1&p 12A7 c6
Hoai Thuong nén ching téi bd tri lop & tAng 1 dé tién
hon cho Thuwong.

khach hang mua c&n ho B20-05 tai dw an, cho biét:
Cham tién do Ia mét trong nhing didu lo ngai nhét vi
chling t8i mua nha dé &

hai tda can hd C1 va C2 c¢6 chidu cao 25 tang, duoc xay
dung

hoang mang lo lang vé cting cho cudc sbng vé sau tai
chung cw nay, ba Nguyé&n Thj Ngoc Mai, cin hé A04.10
cho biét.

Trong do, toa can hd M1 ndi bat véi vi tri tach bigt voi
céc toa con lai, s& hitu bén méat thoang rong.

xem xét lai hop déng ban may bay chién dau F-35 va hé
théng S-400 cho Thé Nhi Ky

hoc sinh kh6i muoi hai hoc trén tang nam nhung vi I6p mudi
hai a bay cé hoai thwong nén chiing tdi bo tri I&p & tang mot
dé tién hon cho thuong .
khach hang mua can h¢ bé hai mwoi , khéng nam tai dy an ,
cho biét . cham tién do 1a mét trong nhirng diéu lo ngai nhat vi
chling t6i mua nha d@é &
hai toa can ho xé mot va xé hai co chiéu cao hai mwoi lam
tang , dwoc xay dwng
hoang mang lo lang vé cling cho cudc séng vé sau tai chung
cw nay , ba nguyén thj ngoc mai , can hd a khéng bén chadm
mudi cho biét .
trong d6 , c&n hd md mot ndi bat véi vi tri tach biét voi cac toa
con lai, s& hitu bén mét thoang réng .
xem xét lai hop déng ban may bay chién déu ép , ba muoi
1&m va hé théng ét , bon tram cho thé nhi ky
nghién ctru diéu chinh quy hoach du an theo théng bao sé ba
tram ba mwoi mét thdng bao , bién tap vién clia ban thwong
vu thanh Gy da néng .
tau ca ca hat chin sau sau sau hai do 6ng trén van ty lam
thuyén trwédng , cap cang ca hon ré , nha trang .
xin tran trong gri dén quy vi va cac ban I6 trinh xe bus tuyén
bbdn muoi by a . bén xe long bién bat trang
quan tam ti chuong trinh nay déu cé thé goi dién thoai téi s6
hotline khong chin khong sau sau chin chin khong ba sau dé
dang ky va dat hen .
s6 dién thoai . khéng mot sau ndm bén ba chin mét bay bén
hai
c&n bao ngay cho téng dai cham soc khach hang cda téng
cong ty dién lwc ha ndi theo so dién ghoai mét chin khéng
khéng mét hai tdm tdm khong hai bon hai hai hai hai hai
khdng khdng khéng phuc vu hai muoi tw , bay , chinh quyén
hoac cong an dia phwong , don vi quan ly dién gan nhat dé
kip thoi xtr ly .
trong d6 c6 nghién ctru xuat ban ctia hiép héi thé thao ni cia
my , hat té té pé ét xuyét xuyét bé i té cham 16 i xuyét hai ca
16 10 e giét o, chi ra rang choi thé.thao gitp hoc sinh dat ket
qua hoc tap tot hon

nghién ctru diéu chinh quy hoach dy an theo Théng bao
s6 331-TB/BTV clia Ban Thudng vu Thanh dy Ba Nang.
tau ca KH96662 do 6ng Tran Van Ty lam thuyén
trwdng, cap cang ca Hon R, Nha Trang.

xin tran trong g dén quy vj va céac ban 16 trinh xe bus
tuyén 47A: BX Long Bién — Bat Trang

quan tam téi chwong trinh nay déu cé thé goi dién thoai
t¢i s6 hotline 090 6699 036 dé dang ky va dat hen.

SDT: 0165.439.1742

can bao ngay cho Téng dai cham s6c khach hang clia
Tbng Cong ty Dién lyc Ha Ngi theo s dién thoai
19001288 - 024 22222000 (phuc vy 24/7), chinh quyén
hoac Cong an dia phwong, don vi quan ly dién gan nhét
& kip thoi xi 1y.

trong d6 c6 nghién cru xuét ban clia Hiép hoi Thé thao

N@ caa M, (https://bit.ly/2KLIEZo), chira répg choi
thé thao gitip hoc sinh dat két qua hoc tap tot hon



Cong ty Viet Nam quan ly dé kiém tra thong tin goi san
ph&m minh vira mua tai dai ly: http://vews.3m.com

Hoa Phat trong Top 10 DN I&n nhét 2018 (Ngudn: www.
vnr500.com.vn)
Chuong trinh do nhém yéu thich du lich va kham pha
trén dién dan phuot.vn khéi xwéng.
Chuing t6i chan thanh don nhan cac phan hdi tir moi
nguoi thdng qua binh luan hodc email v& cho chung toi
tai tripx.vn@gmail.com.

V& tau lao dong neo déu tai 7030°58” VT d6 Béc,
10904955” Kinh Dong, gan nha dan Tw Chinh, Uy ban
Quéc gia Ung pho sy ¢, thién tai
d6i tuyén Quéc gia Viét Nam da ha nhitng chu voi chién
Thai Lan v6i ti s6 1-0 dé gianh quyén vao chung két
¢6 chién thang kinh hoang 10-0 va day chinh la tran
théng c6 cach biét Ién nhat

Tién Minh da théng tay vot tré Trung Quéc 2-1 (21-23,
21-11, 21-9).

Ca hai doi déu tung ra san ddi hinh manh nhét, Real
Madrid da 4-3-3 v&i Casemiro, Modric, Kroos hd tro
Luis Suarez cang ngang khién Varane léng ngéng da
phan lwéi nha, nang ty sb 1én 2-0 cho Barcelona
C6 khoang 220 cAu thd clia 8 doi & vong chung két U19
quéc gia la dip 6ng tan mét theo déi day dd nhirng tinh
hoa twong lai ctia bong da Viét Nam.

Acronyms - S& GD-BT TPHCM vira cdng bd ké& hoach thuc hién
Initialism cong tac cai cach hanh chinh

HGi Sinh vién Viét Nam, Hoi LHTN Viét Nam, Boi TNTP

Acronyms - Ho Chi Minh... va hé }hong céac kénh fanpage “vé tinh”,
Initialism hé thong cac hoi, nhém

PV Dan tri c6 lién lac qua dién thoai vé&i Dai ta, PGS, TS

Acronyms - | Tran Son Ha - Hiéu trwéng Trudng si quan Thang tin va
Initialism duoc thay Ha yéu cau can dén tan noi

dy &n may bay chién dau thé hé méi clia My mang tén

Acronyms - PCA, tam dich: Xuyén thing l4 chan phong khong dbi
Initialism phwong, dang dwoc My nghién clru va phat trien.

Nghi quyét s6 20 — NQ/TW clia Hoi nghj Ban CHTW van

Acronyms - con han ché, Cha tich nwéc Nguyén Phi Trong phat
Initialism biéu khai mac

Nghi dinh 91/2015/NB-CP (khdng vuot qua 3 14n), kiém

Acronyms - | soat cong no cla TKV ngay cang c6 hiéu, day la nhitng
Initialism chi s& SXKD ndi bat nam 2018 clia TKV.

Acronyms - Theo DBQH Hoang Van Hung d& nghi v6i Chinh phu,
Initialism B6 Cong Thwong chi dao quyet liét

cong ty viét nam quan ly dé kiém tra thong tin géi san pham
minh vira mua tai dai ly . hat té té pé xuyét xuyét vé e vé kép
ét cham ba m& cham com
hoa phat trong top muoi doanh nghiép Ién nhét hai nghin
khong tram muwoi tam ngudn . vé kép vé kép vé kép cham vé
n& ré nam khong khong chdm com cham vé no
chuong trinh do nhom yéu thich du lich va kham pha trén
dién dan phuot . viét nam khéi xwéng .
chaing t6i chan thanh dén nhan cac phan hdi tir moi ngudi
thong qua binh luan hodc email v& cho chung ti tai ti a ai pi it
ché&m vi en a cong giy meo chdm com .
vé tau lao dong neo dau tai bay o ba muoi ndm muoi tdm vi
d6 bac , mét tram linh chin o bon muoi chin nam muoi lam
kinh déng , gan nha dan tw chinh , uy ban qudc gia (rng pho
s c6 , thién tai
d6i tuyén qudc gia viét nam da ha nhitng chu voi chién thai
lan véi ti s6 mot khong dé gianh quyén vao chung két
c6 chién théng kinh hoang mudi khong va day chinh la tran
théng c6 cach biét Ion nhét
tién minh da théng tay vot tré trung quéc hai mét hai muoi
mbt hai mwoi ba , hai mwoi mét muwdi mét , hai mwoi mét
chin .

c& hai d6i déu tung ra san doi hinh manh nhét , real madrid da
bdn ba , ba véi casemiro , modric , kroos hd tror
luis suarez céng ngang khién varane 16ng ngéng da phan lwoi
nha , nang ty sé 1&n hai khong cho barcelona
¢6 khoang hai tram hai muoi cAu thi clia tam doi & vong
chung két u muoi chin quéc gia la dlp 6ng tan mét theo doi
day da nhirng tinh hoa twong lai cua béng da viét nam .
s& gido duc dao tao thanh phd hd chi minh vira cong b ké
hoach thyc hién cdng tac cai cach hanh chinh
héi sinh vién viét nam , héi lién hiép thanh nién viét nam , déi
thiéu nién tién phong hé chi minh va hé théng cac kenh
fanpage vé tinh , hé théng cac hoi , nhém
phong vién dan tri c6 lién lac qua dién thoai voi dai ta , phd
gido s, tién si trdn son ha higu truéng tredng si quan thong
tin va duoc thdy ha yéu cau can dén tan noi
dw an may bay chién dau thé hé mai cia my mang tén pi si
ay , tam dich . xuyén thiing 1& chan phong khéng doi phwong ,
dang dwoc my nghién ctru va phat trién .
nghi quyét s6 hai muoi nghi quyét trung wong cta hoi nghi
ban chap hanh trung wong van con han ché , cht tich nuéc
nguyén phu trong phat biéu khai mac
nghi dinh chin mwoi mét , hai nghin khong trdm mudi lam
xuyet no dé , xé pé khong vuot qua ba 1an , kiém soat cong
no cla ti cay vi ngay cang cé hiéu , day la nhwng chi s0 san
xuét kinh doanh ndi bat nam hai nghin khdng trdm muoi tam
cla ti cay vi .
theo dai biéu quéc hoi hoang van hing dé nghi voi chinh pha
, bo cong thwong chi dao quyeét ligt
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Tang goi DV 100 triéu - XIN HOC BONG danh cho 5 ban
dau tién ndp hé so tai trién 1am

S& NN-PTNT Quang Ngai cho biét trén dia ban tinh vira
xuét hién 6 dich ta lon

HDXX xac dinh Nguyén Minh Hung, cwu Chu tich
Pharma, pham t6i Budn ban hang gia la thuoc chiva
bénh, tuyén phat 17 nam tu

chti tich CD cang ty, da s6 CN déu c6 nhu cau st dung
dién thoai théng minh dé truy cap internet, lién lac véi
gia dinh nén CB da két hop voi cac DN ban hang dé CN
mua tra gop, khong lai suét trén thiét bi nay.

tang gdi dich vu mét tram triéu xin hoc béng danh cho nam
ban dau tién ndp hd so tai trién 1am

s& néng nghiép phat trién néng thén quang ngai cho biét trén
dia ban tinh vira xuat hién 6 dich ta lon
hoi dong xét x( xac dinh nguyén minh hung , cyu cha tich
pharma , pham tdi buén ban hang gia 1a thuoc chira bénh,
tuyén phat muwoi bay nam tu
chui tich cao dang céng ty , da s6 si en d&u c6 nhu cau st
dung dién thoai thQng minh dé truy cap internet , lién lac voi
gia dinh nén cao dang da két hop voi cac doanh nghiép ban
hang dé si en mua tra gop , khong 1ai suét trén thiét bi nay .
viét nam da gét hai thanh cong ryc r& & cac giai dau tm
chau lyc cting nhw khu vire &y ép ép hai nghin khong tram
muoi tam
chuong trinh vi i ép hai . khéng xin m&i cac ban ¢ng vién tiém
nang , ¢ quan tam téi chwong trinh
s& thong tin va truyén thong tinh bén tre phat hién nguyén
ngoc anh s dung nhidu mang xa hoi phat truc tiép , trao doi
théng tin , cung cép hinh anh , tw liéu
toi danh tuyén bd véi moi ngudi viéc khong phat hanh bat ky
di vi di nao nira

Viét Nam da gt hai thanh cong ruc r& & cac giai dau
tam chau luc cting nhw khu virc AFF 2018

chuong trinh VEF 2.0 xin moi cac ban (ng vién tiém
nang, c6 quan tam téi chwong trinh

S& TT&TT tinh Bén Tre phat hién Nguy&n Ngoc Anh st
dung nhiéu mang xa hdi phat truc tiép, trao di thong tin,
cung cép hinh anh, tw liéu

toi danh tuyén bd véi moi ngudi viéc khong phat hanh
bat ky DVD nao nira

MIKGroup khong lién quan dén cac du an co tén
Chuing t6i s& kién nghi Ianh dao BYT clv can bo clia cac
BV trong giai doan bénh nhan ch¢ tai kham

Chu tich HDTV Céng ty Luat BASICO, Trong tai vién
VIAC cho réng, gan nhuw khéng c6 su tranh cai vé trach
nhiém trong viéc xay ra mat tién givi ngan hang déi voi
nhirng treong hop chi

day la t6 chat khdng phai dao din tré nao cling c6
NSUT CONG NINH

BO GTVT thanh tra 2 dw an BOT qua Nghé An, Ha Tinh
BO GTVT vira cong bo quyét dinh thanh tra 2 du an
BOT la dv an dau tw xay dwng cong trinh nang cap, mé
rong QL1A

mikgroup khéng lién quan dén cac dw an cé tén
chuing t3i s& kién nghj lanh dao b y t& ¢t can bd clia cac
bénh vién trong giai doan bénh nhan cho tai kham

chui tich hoi dong tw van cdng ty luét bi &y ét ai si u, trong tai

vién vi ai ay si cho réing , gan nhuw khong co sw tranh cai vé
trach nhiém trong viéc xay ra mét tién gtri ngan hang déi voi

nhirng treong hop chi
day 1a t6 chat khdng phai dao di&n tré nao ciing c6 nghé si wu
tl cdng ninh

bo giao thong van tai thanh tra hai dy an bi au ti qua nghé an
, ha tinh bd giao thdng van tai vira cdng bd quyét dinh thanh
tra hai dy an bi au ti la dy an dau tw xay dwng cong trinh
nang cap , mé rong quy 1&@ mét a

Anh cét tir clip ctia FB Tran Thj Thanh Thanh
N&i bat trong d6 la nhirg bai hoc gido duc gidi tinh dwoc
truyén dat
Chi Kan Méo, thon Ti Né, xa A Bung ni réng, dét thd
cam la nghé truyén théng ngay xua
Nam & vj tri thuan Iou cho viéc du lich nghi duorng & Dak
Lk, khach du lich néu & day c6 thé di bo dé tham quan
céc dia diém nhw Dai twéng niém Bac H

san pham thu dwoc 1a 20 lit regu théc ngon, 6ng Nénh

anh cét tl clip clia facebook tran thj thanh thanh
ndi bat trong d6 1a nhikng bai hoc gido duc gidi tinh duoc
truyén dat
chi khan meo , thén ti né , x& a bung néi rang , dét thd cam la
nghé truyén thong ngay xwa
nam & vi tri thuan loi cho viéc du lich nghi duéng & déc lic ,
khach du lich néu & day cé thé di bo dé tham quan cac dia
diém nhu dai twéng niém bac hd
san pham thu dwoc 14 hai muoi lit regu théc ngon , dng nén

chia sé. chia sé .
Nhirng dong tin nhdn gay buwe xic cdng ddng mang clia nhtng dong tin nhan gay birc xdc cong ddng mang ctia chang
chang trai trai



da khong bi 6 xi héa , khéng chiju sy &n mon cta mudi va cac
loai a xit

lién doan lao dong thanh phd phdi hop véi trung tam van hoa

thanh phé b lay cu da td chire khai mac gii béng chuyén
hoi n& cong nhan vién chirc
6 t6 do anh phan thanh nhat , ba muwoi mét tudi , tri xa e a her
leo , diéu khién lwu thng theo huéng gia lai .
hoa hau hoan vii ho hen ni & di chan tran , phu gidp b me
cong viéc dong ang & qué nha .

Da khong bi oxy héa, khéng chiu sy &n mon ctia mubi
va céc loai axit
Lién doan lao dong thanh phd phéi hop véi Trung tam
van hoa thanh phé Pleiku da tb chirc khai mac giai bong
chuy&n hoi nr cong nhan vién chirc
6 t6 do anh Phan Thanh Nhat, 31 tudi, trt xa Ea H’leo,
diéu khién lwu thdng theo hwong Gia Lai.
Hoa hau Hoan vii H'Hen Nié di chan tran, phu giup bé
me cong viéc dong ang & qué nha.

em viét xin tré lai truwong va cé khiéu nai tai bénh vién quan y
trung wong hd chi minh , rat phirc tap

em Viét xin trd lai trwong va co “khiéu nai” tai Bénh vién
Quan y Trung wong (HCM), rét phrc tap...

mét phan trong cudc hop nhém lam viéc chién luoc chung
nga thé

mot phan trong cudc hop Nhém 1am viéc chién lwgc

chung Nga-Thé

vi thé , téi lam hai tét véi muc dich chi yéu dé tim niém vui,
khong bi 1a0 chi khéng nghi dong

Vi thé, toi lam hai tét véi muc dich cha yéu dé tim niém
vui, khdng bj 130 hoa... cht khéng “nghi dong”

nhung téi nghi khé ai c6 thé lam duoc hay hon & kip hién tai
dau .
trong d6 , khu du lich sinh thai chiém dén hon chin mwoi phan
tram dién tich , khu nght dwéng chiém bén muoi héc ta ba
phay khong ba phan tram ,

Nhung t6i ngh kho ai cé thé lam dwoc hay hon é-kip
hién tai dau.

Trong d6, Khu du lich sinh thai chiém dén hon 90% dién
tich; Khu nghi dwéng chiém 40 ha (3,03%);...
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Vietnamese Speech Synthesis with
End-to-End Model and Text Normalization
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Abstract—Speech synthesis systems are now getting smarter
and more natural thanks to the power of deep neural networks.
However, each language has a different phonological and contex-
tual characteristics, we have conducted experiments, statistics,
and applied Vietnamese phonetics to improve speech synthesis
systems based on Tacotron2 neural networks. Our methods
achieve the accuracy of 97% in text normalization task, and the
synthesized speeches with a MOS score of 3.97, asymptotic to 4.43
of the voices that are directly recorded. We also provide a library
for standardizing Vietnamese text called Vinorm and a package
that converts text into a phonetic format called Viphoneme, which
is used as an input for end-to-end neural networks, make the
synthesis process faster, more intelligent and natural than using
character inputs.

I. INTRODUCTION

Text-to-speech system (TTS) has many applications like
generating audio from the text for news reading, producing
music, or replacing people’s voice in case that person loses
their ability to speak. Google’s translator has its TTS system
that supports many languages and many news websites in
Vietnam have supported the automatic TTS system so that
readers can hear the news even though they are busy doing
other things.

A. Text-to-Speech overview

Many methods have been used to generate natural speeches
from texts like the Unit Selection method, Statistic based
method, or the most modern technique - Deep Neural Network.

1) Unit Selection: Unit Selection is a concatenate synthesis
method that focuses on synthesizing audio based on unit-level
like character or phoneme [1]. A lookup table is generated
based on a large dataset that has information on each unit
like its frequency, duration, position and nearby units. This
method can generate voices that are almost the same with
human voices, however, more data are needed to generate more
natural voices.

2) Statistic based model: Speech synthesis model based
on statistics is also one of the most commonly used speech
synthesis models. The most famous statistical model is Hidden
Markov model [2], which is a statistical time series model that
utilizes the speech results. The acoustic parameters created
from HMM which are selected according to the language

JfCorresponding author. Email: cxnam@fit.hcmus.edu.vn

parameters are used to control vocoder. However nowadays,
with the development of GPU performance, those statistical
models are replaced by Deep Learning model.

3) Deep Neural Network: Deep Learning is a method
that especially suitable for unstructured data like image, text
and sound. The appearance of the CNN model boosts the
performance of those Deep Neural Network based TTS models
since we can extract more information and features from audio
spectrogram. One of the advantage of this learning method is
that it does not need expert knowledge, in contrast with the
requirement of having a large amount of data [3].

4) End-to-End models: Due to the development of Deep
Neural Network learning method, many TTS systems moved to
use end-to-end models and gain significant improving results,
such as Tacotron2 [4] and FastSpeech [5]. These systems
do not use complex linguistic and acoustic features, they
learn to produce audio directly from text, generate human-
like speech using neural networks. The system first gener-
ates mel-spectrograms from texts and then using vocoder
like WaveNet to generate audios. They are able to generate
emotional, smooth and clean speech, works well on out-of-
domain and complex words, learns pronunciations based on
phrase semantics and robust to spelling errors [6].

B. Related Works: WaveGlow and Tacotron2:

A modern speech synthesis system consists of two main
parts: mel-spectrogram generator and vocoder. In 2016,
Wavenet was introduced, is a combination of wavelet and
neural networks, this technique estimates waveform samples
from given input feature vectors - mel-spectrogram in speech
synthesis [7]. Wavenet is a vocoder, which improves the
synthesis process better than previous techniques, but the
weakness of wavenet is that sequential generation is too slow
for production environments, leading to the introduction of a
Flow-based and GAN-TTS approaches. Flow-based approaches
can be mentioned as Parallel WaveNet [8], ClariNet [9],
FloWaveNet [10], the most typical of which is WaveGlow [11].

With the mel-spectrogram generator, there are methods such
as Feed-Forward Transformer [12] or Attention based [13],
in which the most typical is Tacotron2 [4] and the latest is
FastSpeech2 [14]. Tacotron2 includes a recurrent sequence-to-
sequence feature prediction network that maps input text to



mel-scale spectrograms, with a highlight that is the attention
mechanism.

In order to apply these advanced models to Vietnamese, we
need to standardize the data as well as propose using phonetic-
based instead of character-based approach as an input of the
neural network for taking the advantages of the Vietnamese
language.

In this paper, we use Tacotron2 [4] and WaveGlow [11]
for end-to-end Vietnamese speech synthesis system. We have
rewritten the frontend of the speech synthesis system, we
provide two python libraries:

Vinorm! to standardize text such as numeric characters,
or abbreviations, local slang, and Viphoneme2 to convert
Vietnamese to grapheme format and from grapheme to In-
ternational Phonetics Alphabet (IPA).

The rest of the paper is organized as follows: Section
2 reveals some of the major proposed methods on text
normalization, text phonetization and speech synthesis with
Tacotron2 model. Section 3 introduces the authors experiments
on training and evaluation of our proposal and statistics about
Vietnamese syllables usage in current online newspapers.
Section 4 presents the conclusion and discusses some future
works.

II. PROPOSED METHODS

Phoneme 3 Conv Bidirectional
| t text
Embedding Layers LSTM
Location
Sensitive
Attention
Li‘nea.r Stop Token
2 Layer 2 LST™M Projection
Pre-Net Layers Linear
Projection
5 Conv Layer R WaveNet Sample
Post-Net \t MOL Audios

Figure 1: Tacotron2 architecture.

A. Vinorm: Text Normalization

Text Normalization is an important step in Text-to-Speech
systems, helping to filter noise and making the input to be
consistent with only Vietnamese syllables. The main task
of the front-end of the TTS system is to standardize the
text for the back-end system, the input is the raw text, we
need to decide how to verbalize non-standard words, convert
numbers, abbreviations, and words that cannot be pronounced
into syllables, including dots, commas [15]. Every language
needs different normalization processing methods because

Uhttps://pypi.org/project/vinorm
Zhttps://pypi.org/project/viphoneme

this problem is language-dependent [16]. It is impossible to
build a complete text normalization because the language is
ambiguous and evolves over time [17].

Text Normalization of Vietnamese Speech Synthesis today
is still building grammars by hand instead of using automatic
inference from large corpora because it has been the lack of
annotated data [18]. To standardize text into readable words,
the TTS system process through two steps, Rule-based and
Dictionary-Checking.

1) Rules with Regular Expression: By using the Regular
Expression to catch patterns that need normalization, which
appears frequently in the language, containing numbers and
characters, then replaced by syllables found in the dictionary.
The output of this step is the paragraph without any digital
characters.

Compared to the old VOS-frontend system [19], we do
not lower the entire input before processing, thus we can
handle cases with different pronunciation for uppercase and
lowercase of the same words, and create a premise for backend
processing when the capitalized words will be emphasized
more through speech synthesis step.

We propose a new set of rules that are more systematic
and general, scalable for future works. Based on the different
contextual characteristics, rules are divided into four main cat-
egories to handle cases need standardization, including Special
case, Timedate, Address and Mathematical. The patterns in
each rule set will be proceeded one by one, browse through
the entire text to match text need normalization, then return
the corresponding normalized string

Special cases rules capture cases that are out of context,
with specific formats, including Phone number, Football, Web-
site, Email, etc.

For phone numbers, the identifying feature is a sequence
of numbers starting with 0 or a plus sign, the number of
digits from 10 to 14 digits. Phone numbers in each country
will have a different way of writing, and in fact, there will
be different formats, so the three types of phone number
rules are listed, the pattern for capturing hotline numbers is
also included. Website patterns have identifiable characteristics
with a prefix is http(s), www, ftp or suffix is popular domains.
Common email pattern is used for matching then spell each
letter and symbol by English letter. Sport patterns include
specific formats such as lineups, scores and hyphen-minus and
dot is not spelled.

Time-date are rules for capturing phrases that show date
and time elements. With the time indicating hours, minutes,
and seconds, we identify by signals such as "h, g" or suffixed
by AM / PM. These rules need to ensure the validity of time, if
time is invalid, the system keeps them for later processing. If "-
" followed by captured regex, it is read as "dén". Date patterns
have a form such as DD / MM / YYYY or with the prefix
“Ngay, sang, trua, chiéu, t6i, dém, hom, etc”. In addition, the
timedate rules also capture and handle "FROM-TQO" pattern
cases.

Mathematical patterns capture cases containing normal
number, floating Point Number, roman numerals, mathemati-



cal expression or unit of measurement.

With normal number, we implement a function to convert
numbers to letters. However, the normal number not only
consists of successive digits, but also has a way of writing
that splitting them into groups of 3 numbers, separated by
commas, dot or space (e.g 12,000,000). This style of writing
leads to confusion with floating point numbers, so to avoid
false standardization, these cases will be matched first, then
floating number, and finally normal number. For strings longer
than 15 characters, each digit is converted individually, if
the normalized text of number is too large, the string is be
separated by commas to read more fluently. If there is an
"- +" in front of the string, it is replaced with "cOng, “tru”,
except in the case where the number stands at the beginning of
a sentence, "+ -" is treated as a bullet symbol. We categorized
into two types of floating point, dot or comma. Floating point
is replaced by "phay", the integer part is read as normal
number and discard frontier zero, with fractional part, frontier
zero is replaced with "khong" and the following numbers read
as normal number.

Unit of measurement are terms that refer to quantities,
percentage or currency, followed by numbers, which can be an
alphabetic or symbols. Because the system does not lower the
input text, it can correctly standardize for upper and lowercase
units (e.g Mbps and MBps). Units dictionary distinguish the
upper and lower case. Besides the usual units, the patterns
also need to capture "Unit/Unit" formats, matching strings
are checked in the unit dictionary for readable words, if the
matching is not in this list, we return the origin matching, keep
for later processing. When it is sure that both sides of the slash
are units, the "/" is replaced by "trén", this will avoid confusion
in the case as "nam/nt". Unit of measurement is also captured
in FROM-TO pattern, there are two common types e.g: "10-20
km/h" and "10 km/h - 20 km/h", our system make sure not to
be confused with cases where "-" is read as "minus".

For Roman numerals, to ensure accuracy does not fail
in capturing, comparing to the old VOS, we just consider
uppercase [X, I, V] is able to be Roman numerals, [L, C,
D, M] are also Roman characters, but they rarely appear in
the text, sometimes even leading to confusion with acronyms.
The Roman numerals also have a FROM-TO structure, such
as "XVI-XXI", but it is easier to handle and more consistent
than the unit of measurement. The matching is checked for
correctness by converting it into a decimal number, then
converting the result back into roman form to compare with
the original matching, then the matching is converted to
normalized text.

Address-Code are rules for capturing phrases about ad-
dresses, locations, codes and all phrases containing numbers.
Codenumber pattern match all remain cases with numbers,
the matching sequence will be trim punctuation at both sides
and separated into each alphanumeric substrings (e.g: MH370
is split into MH and 370). For each substring, if it is a
fully capitalized letter sequence, it will be transcribed, if
it contains lowercase letter, the system will keep that letter
clusters and add space separate for each cluster. If the substring

is numeric and the length of continuous number string is
greater than 4, each number will be transcribed, otherwise,
it will read the whole number as a normal number. Cases
include special character or symbol will be mapped with
corresponding phonetics, but with "-" is not spelled.

2) Dictionary Checking: After running through the rules
sets, the string just contains letters, space and special character.
This string will be split into many segments which separated
by spaces, each token containing no space and no special
characters before and after the string. The system runs over
each token to validate if it is readable by checking it in
Dictionary Vietnamese syllable which includes 7698 syllables.
If the token does not exist, we look it up in the mapping
dictionary instead, search and replace it with the corresponding
word.

Abbreviations mapping dictionary includes 3 different
mapping methods. With acronyms such as "NSUT, GDDT",
we have to normalize to its original form. The second type is
initialisms, including words like STEM and UNESCO, so we
have to transcribe it. The last type is the acronyms that need to
spell each letter such as PNJ, FPT, AFF, we do not handle it in
this step and consider it as unknown to limit misunderstandings
when not sure.

With dictionary mapping abbreviations, uppercase and low-
ercase tokens are often referred as two separate objects, with
different contexts and probabilities, an acronym can have more
than one meaning. Acronyms that appear less frequently are
filtered out to limit misunderstandings

Teen Code - Slang - Lingo mapping dictionary is updated
by adding more than 300 slangs like "H Hen Nie, Ea H’leo",
added some lingo that not appear in Popular Dictionary, words
that backend doesn’t support like “Pak Lik, Pleiku”. It also
handles inconsistency in writing of the same word, such as
"thuy - thay" or "tuy - tuy". Loanwords like "oxy, axit" and
common misspellings are also updated.

Special Symbols After browsing through the dictionaries,
if the token does not belong to any Mapping Dictionaries, we
continue to split the token into smaller substring separated
by symbols and special characters. The system shows the
corresponding reading for each symbol, non-stop punctuation
such as brackets, quotes are removed. The system continues
checking each substring in the mapping dictionaries again,
this process (tokenize strings with space first, if the token is
unknown, then tokenize with special character) avoids errors
when the string is written adjacent to each other. This way
will handle both cases “GD-DT” and “é-kip”, hyphen in the
first case will be omitted to "GDDT", the second case will be
replaced with space to "€ kip", and many similar cases with
symbolic problems are also solved. If the token is still not
in any mapping dictionary, we treat it as unknown word, if
it is uppercase, spell each character as English letter, if it is
lowercase and containing vowels, we will leave the backend
to handle by letter to sound, if it does not contain the vowel,
spell each character as Vietnamese letter.

Punctuations: The final step is to standardize the output
text, including removing duplicate white spaces, handling



,,,,,,,,,,,,,,,,, ‘
! . ! uy ban nhin dan [
—>| vinorm —,

! bbn gid ba mudi phit |

‘ w¥id_banl n¥nl z¥nl

1
|
| viphoneme —, |
1
|

| bon5 j¥2 bal mwajl fut5

Tacotron2

| TR
R AR A AT

| i | | !
i\ i i ! WaveGlow —> M
il

Figure 2: Proposal method pipeline.

punctuations including removing no voice marks like “()[]",
and replace all punctuation marks with only comma and dot,
which represent as the sound unit.

B. Viphoneme: Text Phonetizer

In order to synthesize words that have never appeared in the
train set or out of vocabulary words (OOV), we now use the
grapheme instead of the character as the input for the end-to-
end model. This makes the model converges faster.

In order to represent mix-codes, foreign languages, lan-
guages need to have a uniform form of representation such as
IPA or ARPABET. We have replaced the grapheme representa-
tion symbols with the IPA representation, which is both more
concise than the ARPABET format, which many languages
can be converted into.

Because IPA is for describing sound, we not only create
general lexicon for Vietnamese but it also depends on the
speaker’s own region in the train (dialect). The presentation
of IPA for Vietnamese has many ways, and is still not unified.
We refer to the method of Pham 2006 [20], customize the
way some phonemes represent and some labiovelar on-glide.
Because IPA does not display tones, we have signed the blanks,
grave, acute, hook, tilde, dot accents with the numbers from
1 to 6. The output will be in the following format:

(CH(w)V(GIC2) +T

With Cl is initial consonant onset, w is labiovelar on-glide,
V is vowel nucleus, G is off-glide coda, C2 is final consonant
coda and T is tone. For example, the word "xubng" is parsed
into structure as above "x-u-0-ng-2", then these grapheme are
replaced with IPA symbols.

Some special cases when converting from raw text to
phoneme format such as the unification of the position of tones
in words or the elimination of words, e.g: quyét -> qu-uyé-t-
2. We then ran through the list of syllables in Vietnamese to
make sure that all the words were unique.

C. Audio Processing and Model Configuration:

To be able to generate speech as closely as possible to
human voices and match Wavenet’'s input, we reduce the
sampling rate of each input audios data from 44100 Hz to
22050 Hz by using FFmpeg library to ensure the audio sample

rate changes but keeps the speech rate unchanged. We remove
silence at the start and the end, then adding one second silence
to the end of each audio in order to help the model to recognize
the end of the sentence better.

Finally, we use the vinorm and viphoneme package as
mentioned above to change our text from normal Vietnamese
characters to Vietnamese phonemes in IPA form. There are
a total of 144 IPA characters including tones, Vietnamese
phoneme, English phoneme, dot, comma, and other special
characters, each IPA character will be mapped corresponding
to a number. Therefore the input text will be converted to a
sequence of numbers and this sequence will be the input for
the embedding layer.

Our model almost the same with the vanilla Tacotron2
model, with changing from Character Embedding to Phoneme
embedding, based on our suggested text normalization method.

III. EXPERIMENT

A. Vietnamese Syllables Statistics

In order to update the Vietnamese syllables used today, we
proceeded to build a News Corpus with sources of 9 online
newspapers, crawled from 7/2018. The Corpus is divided at
the sentence level, consisting of a total of 6,308,173 sentences,
the number of unnormalized sentences is 3,740,507 sentences,
accounting for more than 59.29 %.

dantri danviet nld thanhnien tto
653545 386444 103218 634974 177287
tuoitre | vnexpress vnn zingnews

167162 157202 481566 979109

Table I: Number of sentences from popular Vietnamese news-
papers

We continue to word-tokenize every sentence, totaling 10.88
million tokens. The tokens will be classified into groups such
as Special Case, Time-date, Math and Number, English, Slang,
Teencode, Acronyms, Initialism, Proper Noun, etc.
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Category | Percent | Number Category | Percent | Number
of sen- of sen-
tences tences

Special 0.2 21383 Acronyms | 6.31 686907

Upper-

Timedata | 1.21 131341 case

Math 22.67 2467113 Teencode | 0.01 944

English 35.65 3880214 Intialism 9.07 987432

Acronyms | 0.01 830 Proper 9.17 998180

Lower-

case Other 15.71 1709682

Table II: Statistics on Tokens need to be standardized in
Vietnamese

Some notable points from the statistics on News Corpus
are: special cases only account for 0.2%, most of the Timedate
cases are the publication date of the news, English accounts for
40 percent, and most of the abbreviations are all in uppercase.

B. Vietnamese Normalization and Phonetization

To select the language for the text normalization problem,
we decided to choose C ++ because it is suitable for Cross-
Platform Deployment, has a fast running time, uses less
memory than Perl and is compatible with the current VOS
backend. Some famous frameworks for text to speech systems
also use C and C ++ such as Festival Speech Synthesis System
of University of Edinburgh [21], Flite of CMU [22], Hits-
engine use for Jtalk, Sinsy, and eSpeak is also written in C
and C ++ [23].

One of the problems when using C ++ is to handle Viet-
namese Unicode, we use ICU4C library version 64.2, an Inter-
national Components for Unicode. This library is opensource,
well-documented, robust and reliable. The ICU provides basic
regular expression operators and especially Case Insensitive
Matching, which helps the regular expression to capture both
uppercase and lowercase letters, preserving the properties of
the input text, which will be beneficial for handling in back-end

steps, helping voice more natural, change the overall intonation
like stress on capitalized words.

We provide a python package on Ubuntu 18.04 that can be
installed at the Python Package Index called ViNorm.

From the data collected as mentioned above, we extracted
100 tricky need-normalized cases® to use as the baseline
for improvement, 500 random cases in practical contexts for
testing our proposal. These test cases do not include normal
sentences, foreign words and proper nouns. With the 500 test
cases, we improved the frontend of VOS from 60% to 97%.
Some cases are wrong when mapping acronyms due to its
plurality, such as BTC, we can read as "Ban t§ chic", "Bo tai
chinh", or it can also be a stock symbol.

Method Accuracy
Front-end VOS 2.0 60%
Updated Front-end VOS 97%

C. Speech synthesis

1) Dataset: The dataset used in this experiment is provided
by InfoRe Jsc, which is also the Big Corpus set in International
Workshop on Vietnamese Language and Speech Processing
(VLSP) 2019 [24]. The dataset included about 22 hours with
13,462 utterances of north-accent female Vietnamese. Because
the data set contains lots of noisy audio, we filtered out and
removed more than 2000 samples, many of samples that the
reader stopped in the wrong place also affect the training
process.

2) Training: We train the model with Nvidia Quadro k6000
and use a batch size of 32, with learning rate is 1075, We run
the model with 200 epochs and it converges after the 134000t"
iteration. The total amount of training is about 240 hours,
approximately 10 days.

Some audio parameters for training models such as filter
length are 1024, hop length is 256, window length is 1024,
number of mel channels is 80.

3) Results and Evaluation: Since we don’t train WaveGlow
model, we use the pretrained of WaveGlow provided by
NVIDIA, which is able to generate good results on both
English and Vietnamese.

3https://github.com/NoahDrisort/NICS_Appendix



To prevent the result from being the maximum decoder step,
we decrease the gate_threshold parameter to 0.05 so that the
result will have appropriate time length. The resulted audios
still contain a lot of noise so we reduce them by using the
noise reduction API and then, increase the sound level.

To evaluate the Tacotron2 model when applied to Viet-
namese, without being dependent on vocoder waveglow,
ground truth audios for testing are converted into mel-
spectrograms and then converted these mel-spectrograms back
to audios by using pre-trained WaveGlow as shown in fig. 3.
This processed ground truth is called Groundtruth (Mel +
WaveGlow), they will be compared with voices synthesized
and standardized by our model.

To evaluate the result, we choose the MOS (mean opinion
score) scoring system on the test set to check the quality of
audios [25]. Each person who joins the survey listens to 40
audios, which include 20 audios generated from Tacotron2
and 20 corresponding ground truth audio generate from the
process. They were asked to grade from 5 to 1, based on how
natural and smooth those speeches compare to real human
speeches. The final score of each audio type will be equal to
the total score divides by the number of survey participants.
Below is the MOS result gain from the survey of at least 20
people.

Model MOS
Tacotron2 (WaveGlow) 3.97
Groundtruth (Mel + WaveGlow) 4.43

IV. CONCLUSION

Through statistics, we have given an overview of the
standardized text of a Vietnamese speech synthesis system,
the text normalization proposals for TTS systems were in-
troduced and packaged in Pypi is called Vinorm. In this
package, we improve the numeric processing modules, the
processing special character module to produce the result to
match the context of document. Larger dictionaries are used
to cover more words and implementing module to recognize
words which have different pronunciation in uppercase and
lowercase. Updating for the regular expression step and the
expansion of mapping dictionaries have helped VOS solve
many special cases, especially for tokens that contain both
numbers and letters. The results when compared to the VOS
2.0 text standardizer were superior when handling specific
cases. Continuing with this result, the Viphoneme package
was introduced as a bridge that converts Vietnamese text input
into the input sequence of the Tacotron2, an end-to-end neural
network model. The output has natural and fluent voice, quite
similar to the real voice used for training with a MOS score of
3.97. This result opens up new directions in our research with
a modern end-to-end model in Vietnamese, and it is possible
to improve the result with a clean dataset with fewer noise
samples.
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ABSTRACT

MediaEval 2020 provided a subset of the MTG-Jamendo dataset,
aimed to recognize mood and theme in music. Team HCMUS pro-
poses several solutions to build efficient classifiers to solve this
problem. In addition to the mel-spectrogram features, new features
extracted from the wavenet model is extracted and utilized to train
the EfficientNet model. As evaluated by the jury, our best result
achieved of 0.142 in PR-AUC and 0.76 in the ROC-AUC measure-
ment. With fast training and lightweight features, our proposed
methods are potential to work well with deeper neural networks.

1 INTRODUCTION

Emotions and Themes in Music task in MediaEval [1] is difficult
and challenging due to the ambiguity of tags in the real world.
Mood is often influenced by human perception, different people will
have different feelings, moreover, this is a multi-class classification
problem with more than 56 tags. The dataset is pretty unbalanced
in the distribution of mood labels, each audio music is composed
of multi-labels that there can be many emotions in the same song.

To be able to solve this task, the authors have tried many methods,
using many kinds of models, input features or loss functions. Our
best result is an ensemble of two kinds of different methods, one
using provided mel-spectrogram features with EfficientNet model
and the other using waveNet features with MobileNetV2 model
[7,9].

2 RELATED WORK

Data augmentation is important when training neural network
model. Traditional audio augmentation methods try to modify the
speed of the waveforms or alter the original signal samples with
noises, this method need much computational cost. With SpecAug-
ment approach[6], they adjust the spectrogram by warping it in the
time direction, masking blocks of consecutive frequency channels,
and masking blocks of utterances in time. This approach is more
simple, cost less time and resources.

WaveNet model is applicable in many problem of signal pro-
cessing, time series forecasting and music generation[4]. Therefore,
the authors also try following this approach by using a pre-trained
WaveNet model to extract feature vectors from raw audio and then,
using those features as inputs for convolutional neural networks.

Copyright 2020 for this paper by its authors. Use permitted under Creative Commons
License Attribution 4.0 International (CC BY 4.0).
MediaEval’20, December 14-15 2020, Online

3 APPROACH

We follow many approaches which include two main inputs: mel-
spectrogram features and wavenet features.

3.1 Data analysis

As in the figure, the green part shows the audio with only one label
mood/theme, the yellow part shows the audio with 2 to 3 moods,
the red part shows the audio with more than 3 moods. Number of
sample audio for training is 9949 with a total of 17885 moods. On
average, each class will have 319 audio with a standard deviation
of 202.75. The maximum number of moods of an audio is 8. Mood /
theme that appears most is happy with 927 audios.

We can see that the data is extremely unbalanced, and some
classes have no audio representing it entirely. Therefore, it is nec-
essary to have a way to reduce the complexity of the data.

800 I
|

600 - II r..

400

Number of audio

Figure 1: Histogram of mood and theme of training set
3.2 Data preprocessing

3.2.1 Data balance: To reduce the ambiguity of the data, the
authors try to change each audio’s label from multi-label to sin-
gle label, keeping the most significant tag of each audio, reduce
standard deviation, give preference to moods with little data.

3.2.2  Features preprocessing: Wavenet feature: Based on the
idea of using wavenet as classifier for raw waveform music audio
[5, 10], the authors use WaveNet-style autoencoder model that
conditions an autoregressive decoder on temporal codes learned
from the raw audio waveform, this model was pretrained from
high-quality dataset of musical notes Nsynth [2].

Based on the dataset’s statistic, the minimum length of audio
is 30 seconds and based on the limitation of the authors’ training
machine, sound samples greater than 400 seconds in length will be
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Figure 2: Overview of submission 1.

trimmed to take the middle part. Each sample is again randomly cut
for 30 seconds and then extract features from them. This approach
is quite subjective and causes loss of input data, we planned to
experiment with random cutting from 400 seconds of audios after
each epoch. The output of a 30 seconds audio is 16 frames multiply
with 937-time steps.

Mel-spectrogram: Each sample feature has 96 channels and
time frames are randomly cropped to 6950 after each epoch.

3.3 Data augmentation

SpecAugment: To train models more efficiently, the authors in-
clude segmentation method SpecAugment which was introduced
by Google. This method masks blocks of consecutive time steps
and channels in each mel-spectrogram. The result when using this
method is increased significantly, PR-AUC-macro is improved from
0.134 to 0.139.

Each input have 70% chance to be augmented by using SpecAug-
ment, each mel-spectrogram will have two blocks of time masking
and two blocks of channel masking.

3.4 Deep Neural Network model

Since both mel-spectrogram features and wavenet feature can be
expressed as images, the authors use convolutional models such
as MobileNet and EfficientNet. The mel-spectrogram features are
passed to EfficientNet-B0, on the other hand, the waveNet features
are passed to MobileNetV2 and EfficientNet-B7. Because waveNet
features are not large enough to fit EfficientNet-B7, the authors
duplicate the number of channels so that these kinds of features
can be used.

In addition, we also tested the SVM model, InceptionNet, Resnet,
and to capture the long-term temporal characteristics, self-attention
was added as in the method of AMLAG 2019[8], but this method
produce a slight improvement in the result.

3.5 Loss function

For the loss function, binary cross entropy loss (BCE) is applied
for both MobileNet V2 and EfficientNet. The authors also try to
apply Focal Loss[3] since the dataset is pretty unbalanced, however
it does not gain better results on our dataset after the balance step.

4 EXPERIMENTS AND RESULTS

Our experiments are done on a computer server with Nvidia Quadro
k6000 graphic card. Method A,B and D are not submitted to the
challenge. We realize that data balancing method leads to a better
result comparing to the original dataset with default labels. Based
on the experiments on the validation set, our ensemble models are
calculated with factors of 0.7 and 0.3 for mel-spectrogram features
and wavenet features to gain the best results.

Method Features and Model PR-AUC-macro
A Mel-spectrogram EfficientNet-B0 0.127
B Mel—spef:trogram Eﬂicie.ntN et-BO 0.134
with data processing
C (run2) Mel-spec.trogram Efﬁcie%ntN et-BO 0.139
using augmentation
D WaveNet MobileNetV2 0.102
E (run3) WaveNet EfficientNet-B7 0.105
F (runl) Ensemble C and D 0.1413
G (run4) Ensemble C and E 0.1414

Table 1: Experiment results

5 CONCLUSION AND FUTURE WORKS

The EfficientNet model was shown to be more efficient than pre-
vious models in the mood and theme classification problem. The
results can be improved by training mel-spectrogram features on
other more complex EfficientNet models.

Although the result when training on wavenet features is not
higher than mel-spectrogram features, but when assembling two
models using these features, the results are improved, it shows
that wavenet can extract other aspects of the dataset. Because the
wavenet features were extracted by using a pretrained model, the
augmentation methods have not been fully applied, for the future
work, there are still more improvements to come when training
WaveNet-style autoencoder models on the Jamendo dataset.

ACKNOWLEDGMENTS

Research is supported with computing infrastructure by SELAB
and AILAB, University of Science, Vietnam National University -
Ho Chi Minh City.



Emotions and Themes in Music

REFERENCES

(1]

(2]

Philip Tovstogan Minz Won Dmitry Bogdanov, Alastair Porter. 2020.
MediaEval 2020: Emotion and theme recognition in music using Ja-
mendo. In MediaEval 2020 Workshop.

Jesse Engel, Cinjon Resnick, Adam Roberts, Sander Dieleman, Moham-
mad Norouzi, Douglas Eck, and Karen Simonyan. 2017. Neural audio
synthesis of musical notes with wavenet autoencoders. In International
Conference on Machine Learning. PMLR, 1068-1077.

Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and Piotr Dollar.
2017. Focal loss for dense object detection. In Proceedings of the IEEE
international conference on computer vision. 2980-2988.

Aaron van den Oord, Sander Dieleman, Heiga Zen, Karen Simonyan,
Oriol Vinyals, Alex Graves, Nal Kalchbrenner, Andrew Senior, and
Koray Kavukcuoglu. 2016. Wavenet: A generative model for raw audio.
arXiv preprint arXiv:1609.03499 (2016).

Sandeep Kumar Pandey, HS Shekhawat, and SRM Prasanna. 2019.
Emotion recognition from raw speech using wavenet. In TENCON
2019-2019 IEEE Region 10 Conference (TENCON). IEEE, 1292-1297.
Daniel S Park, William Chan, Yu Zhang, Chung-Cheng Chiu, Barret
Zoph, Ekin D Cubuk, and Quoc V Le. 2019. Specaugment: A simple
data augmentation method for automatic speech recognition. arXiv
preprint arXiv:1904.08779 (2019).

Mark Sandler, Andrew Howard, Menglong Zhu, Andrey Zhmoginov,
and Liang-Chieh Chen. 2018. Mobilenetv2: Inverted residuals and
linear bottlenecks. In Proceedings of the IEEE conference on computer
vision and pattern recognition. 4510-4520.

Manoj Sukhavasi and Sainath Adapa. 2019. Music theme recognition
using CNN and self-attention. arXiv preprint arXiv:1911.07041 (2019).
Mingxing Tan and Quoc V Le. 2019. Efficientnet: Rethinking
model scaling for convolutional neural networks. arXiv preprint
arXiv:1905.11946 (2019).

Xulong Zhang, Yongwei Gao, Yi Yu, and Wei Li. 2020. Music Artist
Classification with WaveNet Classifier for Raw Waveform Audio Data.
arXiv preprint arXiv:2004.04371 (2020).

MediaEval’20, December 14-15 2020, Online



	Acknowledgement
	Table of Contents
	List of Tables
	List of Figures
	Abstract
	1 Introduction
	1.1 Overview of Voice Cloning
	1.2 Motivation
	1.3 Objectives
	1.4 Project Content

	2 Preliminaries
	2.1 Voice Formation
	2.2 Acoustic feature representations
	2.3 Deep learning for Language and Speech
	2.4 Loss function for Speech Processing
	2.5 Metric and evaluation in Speech Processing

	3 Related work
	3.1 Voice Cloning with Multi-speaker Speech Synthesis
	3.2 Voice Cloning with Voice Conversion
	3.3 Speech Synthesis

	4 Proposed Framework for Voice Cloning based on Speech Synthesis and Voice Conversion
	4.1 Voice Conversion
	4.2 Speaker Encoder
	4.3 Synthesizer
	4.4 Vocoder
	4.5 Voice Cloning System

	5 Experiments and results
	5.1 Dataset
	5.2 Evaluation results

	6 Conclusion
	6.1 Results
	6.2 Ethic
	6.3 Future works

	References
	Appendix
	A Text Normalization
	A.1 Rules with Regular Expression
	A.2 Dictionary Checking
	A.3 Vietnamese Syllables Statistics

	List of Publications


