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Data analysis
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Histogram of Audio length
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Histogram of mood and theme of training set

● The green part shows the audio 
with only one class

● The yellow part shows the audio 
with 2 to 3 classes,

● The red part shows the audio 
with more than 3 classes. 

● The maximum number of moods 
of an audio is 8. 

● Mood /theme that appears most 
is happy with 927 audios

4 / 17



Data Preprocessing
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Features 
Processing
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Mel-spectrogram

○ Each sample feature has 96 channels
○ Time frames are randomly cropped to 

6950 after each epoch
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SpecAugment

● Each input have 70% chance to be augmented by using SpecAugment

● Each mel-spectrogram will have two blocks of time masking and two 

blocks of channel masking.

0.139 PR-AUC-macro 0.139 PR-AUC-macro
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Wavenet as 
Features for 
Classification
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MUSIC ARTIST CLASSIFICATION WITH WAVENET CLASSIFIER 
FOR RAW WAVEFORM AUDIO DATA
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Emotion Recognition from Raw Speech using Wavenet
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Neural Audio Synthesis of Musical Notes with 
WaveNet Autoencoders

● Use WaveNet-style autoencoder model 

● This model was pretrained from 

high-quality dataset of musical notes 

Nsynth

● The output of a 30 seconds audio is 16 

frames multiply with 937-time steps
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Approach Overview
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EfficientNet
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Try to use Efficient-B8 for Wavenet Feature

Efficient-B8

Shape (937,32) 
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Experiment results
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● The EfficientNet model was shown to be more efficient than 
previous models

● Wavenet can be considered as a features from signal, can extract 
other aspects of the dataset.

Conclusion
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