
Enhancing Deepfake Detection: A Study Using WavLM 
and Advanced RawBoost Augmentation Techniques
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Speaker Verification-



Threats to Automatic 
Speaker Verification Systems

Voice Spoofing Countermeasures
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Passive liveness detection

● Smartphone-based magnetometer → voice presentation attack → capture the use of loudspeaker by 

sensing the magnetic field which would be absent from human vocals→Magnetic field-based detection 

can be reliable for the detection of playback within 6-8 cm from the smartphone

● Distortion in human breath when it reaches a microphone

● Estimates dynamic sound source position (articulation position within the mouth) → capture the 

dynamics of time-difference-of-arrival (TDOA)

● Doppler effect to detect the replay attack → capture the articulatory gestures of the speakers when they 

speak a pass-phrase (Doppler radar and transmits a high-frequency tone at 20 kHz from the built-in 

speaker and senses the reflections using the microphone during the authentication process)

● POCO - Pop noise = sonic artifacts of plosive consonants [p][b][k][g], breath (the interactions between the 

airflow and the vocal cavities may result in a sort of plosive burst)→ real only→ Pop noise detector

● Void method → analyzes cumulative power patterns in acoustic spectrograms 

● Deep Learning → Replay and Logical anti-spoofing model
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Spectro-Temporal Graph Attention with WavLM Architecture Diagram
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- Building on the AASIST framework

- Replaced the original Sinc-layer front-end with the WavLM model.

- Additionally, we also experimented with replacing Graph HS-GAL with a Conformer and 
integrated a Retention Network to enhance model complexity and improve inference speed.



Self-supervised Feature Extractor

WavLM is versatile pre-trained model designed for robust 

speech processing

- WavLM is trained using a masked speech denoising 

and prediction task.

- Superior performance in noisy environments, compared 

to wav2vec 2.0. 

-> Extract features from raw waveforms
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● Fine-tuned the WavLM base model using the 
LibriSpeech dataset

● Averaging the outputs of its layers to create feature 
vectors with a dimensionality of 768 as in Figure 2. 

Self-supervised Feature Extractor
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Spectrotemporal Graph Attention Network
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● Takes the hidden features input extracted from the 

pretrained WavLM model. 

● These features are passed through a linear 

post-processing layer to reduce the feature dimension 

before being fed into RawNet2 

○ 6 residual blocks. 

○ To learn high-level features that represent of 

channels, spectral, and time frames. 

● Spectral and temporal representations are then 

created using max pooling functions and processed 

through a graph attention network. 

Spectrotemporal Graph Attention Network
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● Combined into a heterogeneous spectrotemporal graph 

using  heterogeneous stacking graph attention layer - 

HSGAL. 

● Fed into two parallel HSGAL modules to learn spoofing 

features before merging into a final graph. 

● Readout is performed on nodes of this graph, including:

○ Node-wise maximum and Average for the spectral 

and temporal nodes, respectively. 

○ Each operation produces a 32-dimensional feature, 

which then concatenated and results in a 

160-dimensional vector. 

● This vector is then passed through a fully connected layer 

to produce the two classes: bonafide and spoof.

Spectrotemporal Graph Attention Network
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Loss for AntiSpoofing

Our loss function strategy included:

- Weighted cross-entropy loss to address class imbalance between the Bonafide and Spoof classes

- The weights assigned to bonafide and spoof classes are 0.9 and 0.1, respectively
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Loss for AntiSpoofing

In practice, new voice attack methods are constantly being developed:
-> Leading to the emergence of unknown attacks. 

If the original Softmax loss for binary classification is used, the model may overfit to the attack methods 
present in the training set. 

OCSoftmax (One-Class Softmax) is a specialized variant of the standard softmax function that focuses on 
detecting bonafide audio and isolating spoofing attacks.
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OCSoftmax loss configured to focus on detecting bonafide cases more accurately

Loss for AntiSpoofing



Rawboost Augmentation
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● Using 4-second audio segments

● Preprocessed with random padding and silence trimming

● Augmented with RawBoost:

○ Linear and non-linear convolutive noise, impulsive signal-dependent additive noise

○ Stationary signal-independent additive noise.
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Experiment

The experiment was conducted with:

- Batch size of 24

- Distributed training across two GeForce RTX 4090 GPUs and 10 CPU cores.
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Conclusion

- Leveraging advanced self-supervised learning models and robust augmentation techniques

- The fine-tuning of WavLM for feature extraction, combined with Spectro-Temporal Graph Attention 

Networks -> EER of 2.85% with WavLM and 2.69% with model fusion

- Future work will focus on optimizing model architecture with different hyper-parameters and exploring 

additional augmentation strategies



19



Some problems in Real-life Application
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- The research was conducted through an experimental process to address the problem of detecting 

spoofing in voice-recorded contracts for insurance companies in Vietnam

The results dropped from 96% to 80% during real-world testing

- However, there are still many issues that require further analysis and adaptation as spoofing 

algorithms continue to improve, along with challenges related to robustness against diverse devices 

and real-world environments.



Active liveness detection

● Challenge-response: → Read text in 
real-time → ASR → Edit distance

● Multi-Factor Authentication (MFA) - 
combine with face
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